A k-denotational semantics for Map Theory in

ZFC+ ST

Chantal Berline* Klaus Gruef

April 15, 1996

Abstract

Map theory, or MT for short, has been designed as an “integrated”
foundation for mathematics, logic and computer science. By this we mean
that most primitives and tools are designed from the beginning to bear
the three intended meanings: logical, computational, and set-theoretic.

MT was originally introduced in [18]. It is based on A-calculus in-
stead of logic and sets, and it fulfills Church’s original aim of introducing
A-calculus. In particular, it embodies all of ZFC set theory, including
classical propositional and classical first order predicate calculus. MT
also embodies the unrestricted, untyped lambda calculus including unre-
stricted abstraction and unrestricted use of the fixed point operator. MT
is an equational theory.

We present here a semantic proof of the consistency of map theory
within ZFC + SI, where SI asserts the existence of an inaccessible car-
dinal. The proof is in the spirit of denotational semantics and relies on
mathematical tools which reflect faithfully, and in a transparent way, the
intuitions behind map theory. This gives a consistency proof, but also for
the first time gives a clear presentation of the semantics of map theory in
a traditional framework. Furthermore, the proof seems to indicate that
all “big” models of (a very weak extension of) A-calculus can be expanded
to models of MT.

From the metamathematical point of view the strength of MT lies
somewhere between ZFC and ZFC+ SI. The lower bound is proved in [18]
by means of a syntactical translation of ZFC (including classical proposi-
tional and predicate calculus) into map theory, and the upper bound by
building an (exceedingly complex) model of map theory within ZFC+ SIL.
The present paper confirms the upper bound by providing much sim-
pler models, the “canonical models” of the paper, which are in fact the
paradigm of a large class of quite natural models of MT.

That all these models interpret a model of ZF(C'is a consequence of the
syntactic translation, which is a difficult theorem of [18]. We can however
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give here a direct proof of a stronger result, namely that they interpret
some (V5, €), where o is an inaccessible cardinal.

Finally we return to the “canonical” models and show that they are
adequate for the notion of computation which underlies MT.
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1 Introduction

1.1 Presentation of MT

Since all of part I of [18] is a presentation of the semantics and computational
ideas behind the present axiomatisation of MT, we will just present here the
most simple intuitions. In particular, we will just consider 3-valued first order
predicate calculus and usual ZFC set theory, and we will not say much about
the computational aspects.

The syntax and axioms of MT is recalled in Appendix C. The syntax and
variables, terms and well-formed formulas reads:

variable == =z |y|z]|...
term = variable | Avariable.term | (termterm) | T | L |if |e | ¢
wff n=term = term

A proof in MT is a sequence of well-formed formulas where each formula is
an axiom or follows from previous formulas by an inference rule.

As an equational theory, MT is an extension of the theory of S-equivalence.
Its language is very simple since it is that of untyped A-calculus, namely abstrac-
tion and application, augmented by five constants if, T, 1, ¢ and . The word
“equational” means, as is usual in the A-calculus community that the axiom
schemes are equations or inference rules for deriving equations. Such a theory
T is consistent if one cannot derive A = B for all terms A and B. An equation is
inconsistent with T if adding it to the axioms produces an inconsistent theory.

The underlying notion of computation is obtained, as in A-calculus, by turn-
ing some of the axioms into rewriting rules, in orienting them from left to right.
The model stated later is faithful to the computational aspect of MT as follows:
Let A be a term of MT which does not contain ¢ and e. Now A = L in the



model iff straightforward normal order reduction using the rewrite rules of A
never terminates. If A # L in the model, then normal order reduction can
decide whether or not A =T in the model.

1.2 Intended meaning of constants

As mentioned in the abstract, most primitives and tools are designed from the
beginning to bear the three intended meanings: logical, computational, and
set-theoretic.

T represents “Truth” (and not “Top”) in the logical world, the empty set in
the set-theoretic world, and the empty list in the computational world.

1 represents “undefinedness” in the logical world, non-termination in the
computational world, and nothing in the set-theoretical world.

if is the McCarthy’s conditional ([26], p. 54). In the logical world, if allows
to define the usual logical connectives, in the computational world, if represents
forking and the pairing operator, and in the set-theoretic world, if represents the
pair set operator. When defining logical connectives, if is used in conjunction
with truth T and falsehood F. Falsehood F could be defined as any abstraction
Az.A or as any term provably equal in MT to an abstraction, but the canonical
choice F = Az.T will be used here. In the computational context, F is the
constant function that always returns truth and in the set-theoretic context, F
happens to be {0} (i.e. the ordinal 1).

¢ is (a strict version of) Hilbert’s choice operator [20]. In the set-theoretic
world, € implies the axiom of choice. In the logical world, ¢ allows to define
existential and universal quantification. € is not computable by machine.

¢ represents something like the “characteristic function” of the class of all
sets (here characteristic functions take values T and L). In the logical world,
¢ effectively allows to restrict free variables to range over exactly the same
collection that quantifiers range over. In the set-theoretic world it allows to
restrict free variables to range over sets only.

Notation. We write if A = B is derivable (or provable) in MT.
All words in italics and all formulas in boxes appear in the index at the end of
the paper.

A term A will be called well-founded if A = T holds in MT (i.e. provably
well-founded if ¢ A =5, T and well-founded in a model if .4 = T holds in that
model).

1.3 Intuitive description of the axioms

The axioms are listed in Appendix C, where they are divided into four groups:
A-calculus, propositional calculus, predicate calculus, and set-theory.

The A-calculus axioms express that =, is a contextual equivalence relation
which contains §-equivalence; they also dictate the applicative behaviour of L,
T and if. When orienting from left to right the “apply” and “select” axioms in
Appendix C, one obtains the rewrite rules mentioned in Section 1.1.



Note that the applicative behaviour of T and F, (respectively of L and Az.1)
will be the same, but that T = F (respectively L = Az.1) is inconsistent with the
A-calculus axioms. This is coherent with the logical and set-theoretic meaning
of T and F. Note also that a term B is equal to an abstraction A\z.A iff B = F'B
where F' = AfAz. fx.

In the logical world, the A-calculus axioms allow to interpret strict three-
valued propositional calculus, where “strict” means that all connectives return
1 as soon as one of their arguments is 1. This corresponds to Kleene’s weak
connectives. This choice differs from that of most authors, to begin with Kleene
himself (c.f. [10], p.87), it is neither the choice retained by Scott in [34]. For a
treatment of two-valued propositional calculus see Section 3.4.

The propositional calculus group of axioms merely contains one axiom (a rule
of inference, actually). The rule is called QND’ (for Quartum Non Datur) and
expresses that any object of MT can be given a meaning in three-valued logic
in MT. For a connective like A (defined in Appendix C), the lambda calculus
axioms allow to prove statements like TAF = F whereas QND' allows to prove
more general tautologies like xAy = yAz. A strong way to ensure QND’ is of
course to find a model of A-calculus where all elements z different from T and L
satisfy F'z = 2. This condition will later on be called SQND, for Strong QND,
and will be satisfied by our model.

The predicate calculus axioms express the semantics of the three quantifiers
¢,V and 3. Like in Hilberts approach [20], V and 3 are defined from ¢ (c.f. Section
4.2 and Appendix C). As noticed by Honsell the three quantifiers operate on
abstractions, so that there is only one notion of substitution, namely that of
A-calculus; this is also the case for example in [34, 1, 13] for V and 3, and the
approach goes back to Church [8].

The choice of ¢ as the primitive for quantifications gives the axiom of choice
for free in the set-theoretic world. In the world of computation, € would be
more convenient than V and 3 since it returns a richer structure than V and 3
that can merely return T, F and 1. This is somewhat hypothetical, though,
since none of the quantifiers are computable by machine. Furthermore, ¢ is
more natural in the computational world since it gives less bias towards the
three particular values of three-valued logic. Also in the set-theoretical world,
€ is more convenient than V and 3 because of the richness of the structures it
returns. This richness is not merely used in proving the axiom of choice. The
need for a choice operator pops up in such an unexpected place as the proof of
the axiom of comprehension in [18]. This is tightly connected to the scheme of
representation of sets introduced in [18].

Let very provisionally be the set of well-founded objects of MT. Then
the axioms express first that quantification is relative to @, and second that the
quantifiers (including €) are strict: Vf is undefined as soon as fx is undefined
for some x € ®. Once more this choice differs from those quoted in ([10], p. 96)
and from [34].

At this point the axioms do not yet ensure that the interpretation of pred-
icate calculus will be satisfactory. In particular ® could be “finite-like”, which



would be poor from the logical point of view, and it would be consistent to put
Az.z in @, which would amount to have a set of all sets (c.f. Section 4.3).

It is the role of the last group of axioms, the “set theory axioms” or “well-
foundedness axioms” to give M T the power of ZFC (including the well-foundedness
axiom AF) and, as a side-effect, to ensure that the interpretation of predicate
calculus is satisfactory. The price to pay for the entrance in the wide world
of Set Theory is that € and the derived quantifiers V and 3 definitely become
uncomputable. The quantifiers still have an interpretation in the world of com-
putation. As an example, Vf computes fz in parallel for all well-founded = and
bases its result on the results of all those parallel processes. Since there are as
many well-founded maps as there are sets in the universe of ZFC, this gives rise
to infinite parallelism far beyond what makes sense in the world of computation.

The direct meaning of the well-foundedness axioms, especially that of Well
2, C-M1 and C-M2, is not at all obvious at first sight, but in Section 5.2 it
is shown that the inference rule of induction is an approximation to a “Strong
Induction Principle” (SIP) and that the other axioms are all special cases of
a property that will be referred to as the “Generic Closure Property” (GCP).
The “totality theorem” in [18], p.51, defines a large syntax class ¥ and states
that all terms in ¥ denote well-founded maps (well-founded maps were called
“total maps” in early versions of [18], which explains the name of the theorem).
In the development of MT, the totality theorem was stated first, based on the
intuition formalised here by GCP, and axioms supporting the totality theorem
were formulated afterwards. For that reason, the well-foundedness axioms are
just echos of the syntax class 3, and the individual axioms in general and C-M1
and C-M2 in particular do not make much sense when seen in isolation. It is
the hope that the formulation of GCP given in the present paper may help in
giving new formulations to the axioms.

1.4 Links to set theory

Concerning the link to usual set theory let us recall from [18] that there are two
combinators (closed terms) = and € which make (®/=, €) look like a model of
ZFC (= is an equivalence relation over ® and ®/= is an ordinary quotient).
Since MT is based on A-calculus rather than logic, it is not quite enough to give
a definition of € to establish a model. It is also necessary to simulate logic in
MT, i.e. to give definitions of V, = and - such that V quantifies over all sets
and such that = and - express implication and negation, respectively. Since all
sets are represented by well-founded maps and all well-founded maps represent
sets, the construct V defined in Section 4.2 may serve as V. The constructs =
and © are treated in Section 3.4.

The view of set theory in MT in general and the definition of € in particular
differs from the traditional translation of set theory into A-calculus. The idea
behind € is that for any v and v in ®, v # T (T represents the empty set),
we will have that u€v equals T iff there is an x in ® such that u=vz. This €
differs from € defined by £€S = Sx which is used e.g. in [34, 1, 11, 12, 13] and
corresponds to the view of propositions as functions, which comes back to Frege



[14] and Schonfinkel [31].

For a comparison of € and € let for a moment L represent falsehood, define
the ‘domain’ of a map f as the set of x for which fx # L, and define the ‘range’
of a map f as the set of fa for which  ranges over all well-founded maps (as an
exception, the range of T is empty). With these conventions, z€ f states that
x belongs to the domain of f and x€f states that x belongs to the range of f.
Hence, using €, a set S is represented by a truth valued map whose domain is
S; using €, S is represented by a map whose range is S. In this respect, € and
€ may be thought of as dual concepts.

In MT, € is used to represent set membership, but € is also used implicitly a
few places. As an example, a map x is well-founded iff z€¢ = T. In the present
paper, however, we write ¢x instead of z€¢, e.g. in Appendix C.

The proof that (®/=, €) forms a model of ZF(C'is indeed a difficult theorem
n [18]. Actually, looking at the axioms of MT it is far from obvious that MT
contains ZF'C. This is so because MT is really based on A-calculus and, even
though it has the power of ZFC, it is fundamentally different and distant from
ZFC.

As noted in Appendix A.3, if SQND holds, then (®/=, €) is a model of ZFC
in the traditional sense, and if SQND does not hold, then the model may have
some pathological properties. It should be noted that it is still open whether or
not MT is strictly stronger than ZFC' even though (®/=, €) is a model of ZFC
inside MT in some sense.

The relation between MT and ZFC'is somewhat like the relation between
different programming languages. One could think of MT as the machine lan-
guage (foundation) and ZFC as a specialised high level language particularly
suited to deal with non-computable aspects of mathematics. In this view, ZFC
can be compiled into MT by replacing €, V, = and = of ZFC by €, V¥, = and =
defined in MT. Compilation the other way is also possible, just more difficult,
and such a “compilation” from MT to ZFC (actually ZFC + SI) is exactly the
contents of the present paper. The aim of the present paper is to define each
primitive construct of MT in ZFC+ SIin a way that is faithful to the intuitions
behind MT, and to prove that the constructs so defined form a model of MT.

1.5 Description of the paper

As is clear when reading [18], M T has been designed from semantic intuitions
(based on computational requirements), such as the principle that maps should
be monotonous for some partial order. As a matter of fact, MT is the equational
approximation of this semantic view.

The aim of this paper is to show that (a variation of) Scott’s denotational se-
mantics is indeed adequate to realise all the semantic ideas behind the (present)
axiomatisation of MT. More precisely that one can find a model M of MT, in
the spirit of denotational semantics, inside every model of ZF'C + SI, where ST
asserts the existence of an inaccessible cardinal. We will thus get a semanti-
cal consistency proof of MT which is conceptually much simpler than the more
syntactic one in [18]. The model M, whose elements are called maps, will in



particular model usual A-calculus. The model will also satisfy the Strong Quar-
tum Non Datur (SQND) which asserts that any map is true ( = T), bottom
(= 1) or false (equal to some term of form Az.A). This, together with the fact
that T should be incompatible with any proper map in any non-trivial model,
leads us to solve the recursive domain equation:

D~=[D—D]a, {T} (1)

in a suitable Cartesian closed category (ccc) of domains. Here {T} is the trivial
domain which has T as unique element and [D — D] is the domain of morphisms
from D to D. Domains are in particular partially ordered sets (p.o’s) with a least
element (called L) and @, means that we take as resulting p.o the disjoint union
of the two p.o’s and add a (new) common least element below. This equation can
be solved, for example, in the ccc of Scott domains with continuous functions,
by taking D to be the inverse limit of a suitable projective system of adequate
domains, a method due to Scott [32] and well understood now, c.f. [4], p.477.

This is the starting point for the model construction. Now we have to in-
terpret in D the constants ¢ and e, which are subject to axioms which prevent
them from being continuous. The reason why ¢ cannot be continuous is linked
to the fact that V represents a very strong form of parallelism. Since maps
are intended to act as monotonous functions we are lead to introduce weaker
notions of continuity.

In Section 2 we present the x-denotational semantics (k any regular cardinal)
and the ccc of k-cpos and k-continuous functions, which is a generalisation of
Scott’s one (which is the case kK = w): the k-continuous functions are those
monotonous functions which commute with all sups of x-directed sets. In a sense
this is a straightforward generalisation of the w-case to any regular k. We do
make a precise presentation anyway in order to make the paper accessible to the
readers interested in foundations, but with no knowledge of domain theory and
lambda calculus. A second reason why making a precise exposition is necessary
is that a weaker notion with the same name, which requires only commutation
with sups of k-chains, also occurs in the literature (e.g. [27, 15]). For “small”
domains the two notions coincide (c.f. the remark at the end of Section 2.2).
Weak wi-continuity was introduced by Plotkin (as mentioned already in [35])
to model countable non-determinism (in small models). The present choice is
more convenient for general treatments. It coincides with that of [11, 13] (which
was introduced also for consistency purposes), and with the case A = 0 of the
k-A-topologies mentioned in [28].

In Section 3 we define “k-continuous premodels” as the solutions of (1) in
the k-ccc and show that, modulo the obvious interpretations of the constants
L, T and if, they satisfy the A-calculus axioms of MT and the QND inference
rule (see Appendix C for the list of A-calculus axioms).

The core of the paper is to show that any k-continuous premodel may be
expanded to a model of MT, provided there is some inaccessible o such that
0 < k (as an example we may take k = o1). This is done in Sections 4 to 8
where we show that it is possible to choose a k-open set ® in such a way that



the characteristic function ¢ of ® and some adequate choice function € over ®
are suitable interpretations of the remaining constants of MT.

In Section 4 we show that it is easy to satisfy the first-order predicate calculus
axioms of MT (c.f. Appendix C), even without assuming the existence of an
inaccessible ordinal. As noted in Section 4.3, the first-order predicate calculus
axioms in MT do not in themselves ensure a faithful representation of first-order
predicate calculus since they allow the domain ® of quantification to be finite.

In Section 5 we introduce two semantic conditions on ®, namely the Strong
Induction Principle (SIP) and the Generic Closure Property (GCP), and show
that their satisfaction implies satisfaction of the well-foundedness axioms of MT
(c.f. Appendix C). Elements of ® will be called well-founded maps.

To express SIP and GCP, we first introduce some auxiliary concepts:

e Let M be a premodel and recall that elements of M are called “maps”.

e Let G and H be arbitrary sets of maps (i.e. let G, H C M). Elements of
G well be referred to as “G-maps” in the following.

e A map f is said to be well-founded w.r.t. G iff, for any infinite sequence
T1,Z2,. .. of G-maps there exists an n such that frizo- -z, =T.

e The dual of G, , is the set of maps that are well-founded w.r.t. G.
e SIP simply asserts & C ®°.

e G — H = {feM | VzeH: fx € G} is the arrow operator attributed to
Scott e.g. by [9].

o GCP asserts that ® equals the union of G° — ® over a “suitable” collection
of G’s, where “suitable” has something with limitation of size to do. The
exact formulations are given in Section 5

The axiom of induction in Appendix C is an approximation of SIP whereas
all the other set theory axioms in Appendix C together form an approximation
of GCP. Section 5.2 verifies that all these axioms follow from SIP and GCP.

It remains to prove the existence of a ® satisfying SIP and GCP in any
k-premodel. A prerequisite for this is to develop the mathematical properties
of the dual and the arrow operators with particular emphasis on the nature and
size of G° — G. This development is done in Section 6, via the study of a
further notion from [18], namely that of the type over G of any element u of M,
denoted t(u/G) or u®. The notions of duality, type and GCP are closely linked
to the intuitive (and purely semantic) notion of the inner range of a map. In
fact the GCP expresses that the elements of ® are exactly those maps f which
admit an inner range H of cardinality less than the inaccessible o (i.e. there is
a small H C ® such that, for any x in ® (or H®), t(fx/®) only depends on
t(x/H); a concrete example is given in Appendix A.3).

This notion of type, which clearly has nothing to do with the usual notions
of types in typed A-calculus, may on the other hand be related to the various
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notions of types which occur in (general) Model Theory (c.f. [7, 30]) and in the
model theoretic study of algebraic structures. The type of u over H may be
seen indeed as the set of formulas with parameters in H and of a given shape,
which are satisfied by u in M.

Section 7 proves that if there is an inaccessible ordinal below k, then any
k-premodel contains a k-open set ® which satisfies SIP and GCP. We prove
first the existence of a set ¥ of k-compact elements which satisfies properties
analogous to those of ® but is more accessible to fixed point arguments, and take
for ® the open subset generated by W. Finally we prove in Appendix A.1 some
further properties of ® concerning the size of ® and embeddings of ZFC into .
In particular we prove that for the models presented in this paper (defined inside
ZFC+ SI), there is an isomorphism (in ZFC+ SI) between (®/=, €) and (V;, €),
and we support the conjecture that MT is stronger than ZFC by showing that
all models of MT which satisfy SQND interpret a model of ZFC, and with a
different and direct proof that our x-continuous models interpret an w-model of
ZFC.

It remains to exhibit a x-continuous premodel, that is a k-domain which is
a solution of (1) in the s-ccc. Furthermore we want to get a model as easy to
handle as possible (for further investigations of MT).

A classical way to solve recursive domain equations in the w-case is to use
Scott’s inverse limit construction. The problem with this method is that if
Kk > w there are limit ordinals @ < k. This adds theoretical difficulties (as
pointed out in [15]), and considerably increases the technical complexity of the
construction even if one succeeds in writing out a direct construction. Finally it
is always technically difficult to work concretely with models which are presented
as inverse limits, since the notations are very heavy, especially in the k-case.

There is a way to overcome all these difficulties: it is to work only with do-
mains D uniformly built from “webs” D (which are simple relational structures
of a fixed signature), and to replace the inverse limit construction on domains
by an increasing union of webs. Not only do we get a presentation of the models
which is now much more easy to handle, even in the w case, but it is now almost
trivial to deal with limit ordinal stages.

This general method of solving recursive equations on domains is presented
in [25] for w-Scott domains; there the webs are Scott’s information systems [36].

The most simple classes of webbed-domains where one can solve recursive
equations are Girard’s coherent spaces [16], and Krivine’s spaces of initial seg-
ments [23, 24]. In the first case the webs are of the shape (D,~) where D is
a set and ~ is a reflexive and symmetric relation, and the domain D is the set
of “coherent subsets” of D, namely those subsets whose elements are pairwise
related by ~. In the second case the webs are preordered sets (D, <) and D is
the set of “initial segments” of D, namely those subsets which are downward
closed.

There is however no solution of (1) within Girard’s or Krivine’s spaces since
the first class is not closed under lifting and the second consists only of com-
plete lattices, but by merging these two classes we obtain a third simple class
where (1) can be solved. All three classes may be viewed as particular cases of
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information systems, since even when working on coherent spaces it is the con-
tinuous semantics we are interested in here, not the stable one. Note however
that there seems to be no problem in giving a k-stable semantics to the present
axiomatisation of M T, along the lines of the present paper.

In Section 8 we introduce the class of preordered coherent spaces, which will
be the webs of our domains, and give an explicit construction of a solution of
the x-version of (1) in this class, the simplest one in fact.

Appendix A states further properties of k-continuous models and studies
models of ZFC inside such models. Appendix B proves that the models defined
in this paper are faithful to the computational aspect of MT. Appendix C gives
a summary of MT. An index is included after Appendix C.

In summary, the sections of this paper serve the following purposes:

Section 8 proves the existence of solutions to (1) in the x-ccc.

Section 7 proves that for any such solution there is a ® that satisfies SIP and
GCP.

Section 5 proves that any ® which satisfies SIP and GCP also satisfies the set
theory axioms in Appendix C.

Section 4 proves that any ® whatsoever satisfies the predicate calculus axioms
in Appendix C.

Section 3 proves that any solution to (1) satisfies the remaining axioms of
Appendix C.

Section 2 and 6 give necessary background.

Appendix A states further properties x-continuous models and studies models
of ZF( inside such models.

Appendix B proves that the models defined in this paper are faithful to the
computational aspect of MT.

Appendix C gives a summary of MT.

The order of presentation is chosen to give a natural progression. A bottom
up presentation may be found in the first version of the present paper [6].

1.6 Comparison with Flagg-Myhill’s system
Introduction

We will end this introduction with some elements of comparison between our
work and that of [13] which was pointed out by one of the referees. The system
EFL*of [13] and MT were designed (independently) from very different points
of view and behave very differently on the syntactical level, but they both aim
at combining ZFC-power with A-calculus, and the consistency proofs of both
systems are formulated in similar x-frameworks.
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The two systems are different in spirit in several places: EFL* is more
syntactical of nature whereas MT is more semantical; the role of A-calculus
is different; and MT has a stronger computational motivation of concepts.

Though the two systems are obviously very distant there are, at least, two
reasons why we can be interested in a comparison:

A clear common point is the introduction of the x-continuous framework by
Flagg-Myhill and by us for consistency purposes. But this is rather superficial
since in both cases it was naturally introduced to keep what could be kept of
Scott’s continuous semantics.

The real point is to trace some resemblance at a deep level. Indeed the
syntactical tools used by Flagg an Myhill to inject Set Theory at the level of
axioms, have echos in semantic technical tools which are used in intermediate
steps in our consistency proof (c.f. the section labelled “monotonicity” below).

A brief survey of Flagg-Myhill’s system

System EFL*is the third in an increasing sequence of 4 systems: FL C EFL C
EFL* C EFL** which is issued from Frege’s work and [1]. The consistency
of FL is essentially due to Aczel and is rather similar to the consistency re-
sult that already appears in [34]. System EFL adds to FL a comprehension
rule for discrete classes and contains second-order arithmetic with full compre-
hension scheme. System EFL* adds, at the level of constants and axioms, a
well-ordering of the universe and an inaccessible cardinal; there is a syntactic
translation of ZFC'in EFL*. Finally, EFL** adds to EFL* the requirement that
“discrete classes are closed under direct images”. The consistency of EFL** was
left open by Flagg and Myhill, but was reduced via a general model-theoretic
argument to a question of Friedman that Plotkin solved in his recent preprint
[29], namely that of the existence of a model of An-calculus in which all finite
sets are separable.

The consistency proofs in Flagg-Myhill, Aczel and Scott [1, 11, 12, 13, 34],
follow the following pattern: take a model P of A-calculus, then interpret all
constants in the model in a semi-Gédel-like fashion (“semi” takes into account
that the interpretation of quantifiers is done via A-abstraction); then define by
mutual induction two disjoint predicates of Truth and Falsity (7 and F, on P,
in such a way that the interpretations of all provable terms are true, and finally
prove that it is not possible that A and —A are simultaneously true. Such
a triple (P,7,F) was called a Frege structure by Aczel. With the exception
of EFL** which needs Plotkin’s model, all P’s are chosen as Scott’s solution
of P = [P — P] in the ccc of complete lattices and continuous functions (k-
continuous functions for EFL¥).

From now on we will only be concerned with EFL*.

Syntactic versus semantic nature

The following observations support the informal assertion that EFL* is more
syntactic and MT more semantic of nature; some of them will be elaborated
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below.

1. Most logical and set theoretic concepts are primitive constants in EFL*
while they are defined concepts in MT.

2. Their behaviour is axiomatised in a natural deduction style, while MT
is an equational extension of =g (where the extension has a semantic
definition rather than one based on conversion, c.f. the section titled
“extensionality” below).

3. Models of EFL* (Frege structures) are based on models of A-calculus but
need furthermore Truth and Falsity predicates, which are defined by mu-
tual ordinal induction following the structural rules of the system.

4. The interpretation of EFL* terms in Frege structures relies on a semi-
Godel-like encoding of constants, while the interpretation of (the few) MT
constants follows semantic intuitions.

5. EFL* admits monotonous (even x-continuous) models, but monotonicity
is of no use in EFL*. Indeed relevant monotonicity is ruled out in EFL* at
the level of axiomatisation. Also Truth (and Falsity) are non-monotonic
concepts in the semantics of EFL*, while they are monotonic in that of
MT.

6. Finally one can also say that extensionality has a more semantic and
deeper meaning in MT than in EFL*

The language of FFL*

The terms of EFL* are those of A-calculus with the following primitive constants
added: =, N, P, A, V, =, V, 3, <, and k. Note that = is really a term in
EFL*. The intended meaning of the non-logical constants is: N is the class of
integers, P the class of propositions, < a well-ordering of the universe, and & is
an inaccessible cardinal. The behaviour of constants is axiomatised by rules in
a natural deduction style. In what follows, 0 and 1 are Church integers.

Derivability and provability

EFL* derives or “proves” terms. Let us call all terms of form = AB “term-
equations”. We denote them [A = B] in infix notation. Similarly there are
(term-)inequations [A # B], where # is the term Az \y.([x = y] = [0 = 1]).
Thus EFL*is able to prove term-equations [A = B] as well as term-inequations
[A # B]; in the first case we will say that A and B are provably equal and in
the second that they are provably unequal.

MT derives equations A = B between terms of M T, but neither = nor A = B
are terms in MT, and inequations and contradictions do not belong to the scope
of MT. Among others, MT is able to derive equations of the form A = T; one
will say that the corresponding A’s are the “provable” or “provably true” terms
of MT.
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It is obvious from this latter definition (by the transitivity of = in MT) that
any two provable terms of MT are provably equal.

By way of contrast it is easy to find, as follows, two EFL*terms A and B
which are provable, and provably unequal:

Given any provable term A, e.g. [0 = 0], we may choose any term B such
that the term-equation [B = [A # B]] is provable: since # is a definable term of
EFL* and since = is an internalised (3n-equivalence, such a term can be found
via a fixed point combinator. It is rather easy to show from the rules of EFL*
that B and [A # B] are provable.

The role of A-calculus in EFL*

Besides the management of logical substitution via the encoding of quantifiers
in a semi-Gddel encoding way, A-calculus is used for the definition of class-
membership, in the traditional way recalled in Section 1.3, and for class forma-
tion.

As already mentioned, there exists a syntactic translation of ZFC'into EFL*.
There, set-membership is a defined concept as in MT: two terms €¥ and =" are
defined as double fixed points of EFL*combinators (c.f. [13], p.89). However,
the idea underlying €V is the traditional view of set-membership as application
and, hence, is dual to that of MT.

The formalisation of set membership in EFL* is much heavier than in MT
since the ordinal inductive definition of V' (including a name for x) is part of
the definition of €” and =Y. The role of V in EFL* is similar to the role of ®
in MT.

Computational motivation

All terms in MT have a computational motivation. The computational moti-
vation of A-abstraction, functional application, T and if are obvious as these
constructs are directly implementable on machine. The computational motiva-
tion of L is also obvious in the sense that it represents infinite looping. Machine
implementations of A-abstraction, functional application, T and if are “com-
plete” in the following sense: If A is a term built up from the above then A = L
in the canonical models built in Section 8 iff computation of A never ends (c.f.
Appendix B). Furthermore, if A # | then computation of A will in finite time
determine whether or not A = T (i.e. whether or not A is “true”). The re-
maining constructs ¢ and € of MT are not computable by machine but their
properties are still motivated in a computational setting. Both ¢ and e can
be thought of as parallel operators that start up infinitely many processes in
parallel. This is of course impossible on a finite computer, but still motivates
the properties assigned to these operators.

In particular, the semantics of all terms of M7T are born monotonic.

In contrast, EFL* has several constructs whose semantics is alien to com-
putation, to begin with = and N which are interpreted by total predicates in
Frege structures, which makes it impossible to them to be monotonic.
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It is worth noting that A-calculus plays a very active role in M7 and that
surprisingly many concepts can be represented by computable functions (i.e.
without using ¢ and ¢). As an example, the set w of positive integers is rep-
resented by a computable function in A.3. Subsets of w are representable by
computable functions iff they are recursively enumerable. Also some sets of
larger cardinality such as the power set of w is representable by computable
functions. In [18], the union set axiom is proved using a computable function
as union set operator, and a computable power set operator is deviced though
it is not used in the actual proof of the power set axiom.

The role of monotonicity

As a matter of fact monotonicity is of no real use for EFL*; this is confirmed
by the fact that EFL* can be modelled by a Frege structure based on Plotkin’s
model [29], which is anti-monotonic by essence (any non-trivial partial order
on it contradicts the monotonicity of application since any two elements of the
model are separable, which implies that they can be exchanged by a repre-
sentable function). In fact, monotonicity is ruled out already at the level of the
axiomatisation of EFL*, since discrete classes, which are the basic concept of
the set theoretical axioms, can only be interpreted by separable sets of elements,
and hence in any monotonous semantics, by sets of incompatible elements.

There is some flavour of this too in our semantics of MT since the 6(G°),
which are also sets of incompatible elements, happen to be important tools.
However they do not appear at all at the level of syntax, even in an implicit way.
Furthermore, at the semantic level they appear only as tools in the proof that
there exists an open set which is a solution of the GCP. The same remark applies
to our strict arrow —, which can be viewed as the semantic MT-counterpart
of the syntactic EFL *arrow —*.

Extensionality

Equality in ZF(C'is semantically defined thus: Two sets are equal if they contain
the same elements. In other words, two sets A and B are equal if the truth
value of x € A equals the truth value of x € B for all z. This is often referred
to as extensionality. The important thing to note here is that equality of sets is
defined from the simpler concept of equality of truth values.

Equality in MT is defined semantically in much the same way, but the def-
inition is complicated by two things: first, MT includes a third truth value L,
second, MT treats truth values as defined rather than as fundamental concepts.
In the following, a map will be said to have the truth value “true” if it equals
T, “undefined” if it equals 1, and “false” in all other cases. Two maps U and
V' will be said to satisfy U < V if they have the same truth value. Now, two
sets A and B were equal if

recAsxeB
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for all sets x. Similarly, two maps f and g are equal if
fry-an o goy ez,

for all n > 0 and all maps z1,...,x,. In conclusion, equality in MT is concep-
tually based on a semantic notion of extensionality.

In A-calculus and EFL * there is also a property called extensionality, namely
the property that if Az = Bx for all z then A = B. This holds both in An-
calculus and in EFL* (and it almost holds in MT; in M T it is necessary to assume
that A and B differ from T and 1). This kind of extensionality is different from
that of ZF'C, however. The extensionality of ZFC' links equality of sets with
the simpler concept of equality of truth values, and thereby defines equality of
sets from a simpler concept. The extensionality of A-calculus and EFL* links
function equality with function equality itself, so this kind of extensionality does
not define function equality from a simpler concept.

The equality in FFL* resembles the syntactic -equivalence more than the
semantic ZFC-equality. One place this shows up is in the example with the
provable terms A and B in EFL* which are provably unequal.

In EFL* the second kind of extensionality is axiomatised by Az = Bz +
A = B. In MT, it is axiomatised by A = B F Az.A = Ax.B. In An-calculus,
it is typically axiomatised by one of these two formulations. The present paper
considers the version of MT presented in [18], and in that version there is no
formalisation of the first kind of extensionality. The first kind of extensionality
has been formalised in [17].

Final remark

That the intended semantics of M T is monotonous from the beginning does not
rule out the possibility that MT could admit a non-monotonic one. In particular
one could ask whether the methods of Plotkin [29] could be exploited to provide
a model of MT, as they can be to give a model to Flagg-Myhill’s systems. The
QND inference rule is the first obstacle to be passed (and might be the only one),
while the stronger extensionality rule of EFL* gives for free a Church-Rosser
conversion underlying A-calculus, namely An-conversion.

2 The k-denotational semantics

From now on « is a regular cardinal > w (c.f. [7] for definitions of “regular”
and “inaccessible”). For any cardinal x, x-small will mean: non-empty and of
cardinality strictly less than x; we will only use it for x = k and x = o where
o is an inaccessible below k. «,3,... denote ordinals. (Note that all concepts
written in italics occur in the index).

P, (E) | will denote the set of x-small subsets of the set E; if x is regular,

P, (E) is closed under unions of y-small families.
A p.o D is a partially ordered set, (D,<). We use z € D and « C D as
shorthand for x € D and x C D, respectively. Elements and subsets of D will
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be denoted by the letters u,v and A, B, U, G, H, respectively. A set of compatible
elements is just a subset of D which has an upper bound in D, such a set is also
called consistent or a bounded subset of D in the literature.

Further notations: means {v | v > u}, means {v | v < u},
means J{Tu | v € G} and means (J{|lu | v € G}. (Note that all boxed

entities occur in the index).

2.1 k-cpo’s and k-continuous functions

A C D is k-directed if A # () and every k-small B C A is bounded by an element
of A. Ais a strict k-directed set if moreover it has no maximal element (note
that a k-directed set has at most one maximal element).

D is a k-cpo (a ‘k-complete p.o’) if it has a bottom (denoted , or simply
L if there is no ambiguity) and every k-directed A has a sup; it is a x-ccpo (for
‘consistently k-complete p.o’) if moreover every bounded A has a sup. It follows
immediately from the definition that in a k-ccpo every non-empty set A has an
inf.

The k-topology is the topology over D whose open sets are the subsets U of
D such that (i) U = U and (ii) sup A € U implies ANU # 0, for all x-directed
A.

Fact 2.1.1 Any intersection of a k-small family of open sets is open.

Thus, the w-topology is the usual Scott topology. The k-continuous functions
that we are going to define now are exactly the continuous functions for the k-
topology.

Let D and & be k-cpos, then f : D — & is k-continuous iff f(sup A) =
sup f(A), for all non-empty x-directed A; [D — &], will denote the space of all
k-continuous functions on D, endowed with the pointwise ordering of functions,
while D x € is the Cartesian product (with coordinate-wise partial ordering). It
is easy to see that both are k-cpo’s, and that, as in the w-case, we are working
here with a ‘Cartesian closed category (ccc) with enough points’, in particular,
for any three cpos D, £ and F the canonical function from [D x & — F|, to
[D — [€ — Flu]w is a k-isomorphism, i.e. a bijective x-continuous function the
inverse of which is k-continuous too. Note that a k-isomorphism is nothing
more than an order-isomorphism between cpos. A few categorical words will be
employed, either for ease of terminology, or to make links with some standard
framework, but no knowledge of category theory is really needed here.

Remarks:

1. f:D — & is k-continuous iff it is monotone and f(sup A) < sup f(A) for
all non-empty x-directed A.

2. If Kk < k¥’ and D is a p.o, then all x’-directed A C D are k-directed, so,
if D is a k-cpo, then D is a k’-cpo, and k-continuous functions of D are
k'-continuous; in particular w-continuous functions are x-continuous for
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all k. This has to be contrasted with the framework of [27, 15], where w-
and wi-continuity are independent notions.

3. If D has no strict k-directed subset, which is in particular the case if | D |<
K, then the k-continuous functions are exactly the monotone functions.

The notion of a premodel of map theory that we will define in Section 3 will
rely on the more restricted class of k-Scott domains. This will enable us to keep
a control on the width of the open subsets needed to model ¢, and on ¢ itself.
This limited size of ¢ will in turn enable us to model €; we will also need sups
of bounded subsets. So the notions of k-compact elements, and of k-algebraic
and k-Scott domains, are essential for our purpose. This is not the case for
that of prime elements, k-prime algebraic domains, and traces of k-continuous
functions, which, from a purely deductive point of view, could as well have
been omitted; their presence below is due to the fact that they enlighten the
construction of the premodel in Section 8 (which is indeed a k-prime algebraic
domain), and, of course, as their classical analogues, they are basic tools for
further developments.

2.2 k-compact elements and k-Scott domains

A k-compact element of a k-cpo D is an element u € D such that, for all k-
directed A, u < sup (A) implies u < v for some v € A (thus the xk-compact

elements are exactly the elements u of D such that Tu is open). is the set

of k-compact elements and = luND,.. We will constantly use the following
easy fact:

Fact 2.2.1 D, is closed under sups of k-small subsets.

Note that we do not intend here that such sups always exist.
A cpo D is k-algebraic if, for all uw € D, | u is k-directed and v = sup | .u.
As in the w-case we have:

Fact 2.2.2 If D is k-algebraic, then f is k-continuous iff f(u) = sup f(|. u).

Fact 2.2.3 If D is k-algebraic, then the following are equivalent for any subset
G of D:

G is open (2)
G =1G and YueG : GN | u # 0 (3)
JHCD.:G=1H (so HC GND, and G =1(GND,)) (4)

Moreover, even if the cpo D is not algebraic, G is open iff, for all fixed v # L

X¢ is continuous, (5)
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where xg : D — D is the function which takes value v on G and L elsewhere.
A k-ccpo D is a k-Scott domain iff for all w € D, u = sup | .u.
Since in any k-ccpo |.u is k-directed (and is strictly directed iff u & D.),
the k-Scott domains are exactly the k-algebraic k-ccpo’s. k-Scott domains are
closed under products or spaces of k-continuous functions, and form also a ccc.

Remark. If D is k-algebraic and if |D.| < k, then every strict s-directed
A C D has a cofinal x-chain (of compact elements) and in such a D it is enough
to define k-continuity via a commutation with sups of k-chains. Here a k-chain
S is a monotone sequence indexed by k, and S is cofinal to some k-directed A
if AC |S and supS = sup A (we do not ask for S C A). Such a presentation
has been chosen e.g. in [24] (w-topology) and [27] (wi-topology). The model we
build in Section 8 (k-topology) satisfies also this strong hypothesis.

2.3 Pointwise sups and infs

A step in proving that [D — &), is a k-Scott domain if D and & are is to show:

Lemma 2.3.1 Let D and £ be k-Scott domains. Then the pointwise sup of
any bounded subset B of [D — £],; is x-continuous and hence is the sup of B
in [D— €.

The analogue for infs is:

Lemma 2.3.2 If B is a x-small non-empty subset of [D — £],; then the point-
wise inf, inf B, of the elements of B is k-continuous, and thus is the inf of B in
[D — E],.

Proof. Let f = inf B and a = sup A where A is a k-directed subset of D. We
have to prove that f(a) < sup{f(v) | v € A}; and for this it is sufficient to
prove that for any sk-compact u < f(a) there is a v € A such that u < f(v).
Now u < g(a) for all g € B; since the g’s are continuous there are v, € A such
that v < g(vg); now, the set of all v,’s is k-small, hence bounded by a v € A4;
by monotonicity of the g’s we have u < g(v) for all g, hence u < f(v). &

2.4 k-prime algebraic domains

A prime element is an element v € D such that, for all bounded A, u < sup A
implies u < v for some v € A. Thus prime elements of k-cpo’s are k-compact,
and L is prime. Exercise: An element p € D is prime iff it is k-compact and,
for all bounded k-small B C D, we have u < sup B = u < v for some v € B.
Remark. Prime elements need not be minimal in D — {1}, nor incompa-
rable.
Notations. is the set of prime elements of D, and = luND,.

Definition. A k-Scott domain is k-prime algebraic if for all w € D, u =
sup | ,u.
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It is easy to see that in k-prime algebraic domains the k-compact elements
are exactly the sups of the k-small bounded sets of prime elements. (The non-
trivial direction uses the fact that if D is k-Scott and A C D is bounded, then
sup A = supd(A) where d(A) is the k-directed set whose elements are the sups
of k-small families of elements of A).

Preordered coherent spaces (pcs’s), as defined in Section 8, will convey the
significant part of the structure of the D,’s associated with simple s-prime
algebraic domains D.

Remarks. If « < x’ and if D is a k-cpo then D is a k’-cpo, as we have
already seen. Now k-compact elements of D are obviously x’-compact and the
k’-compact elements of D are the sups of ’-small sets of compatible k-compact
elements. This ensures that the set of x’-compact elements below some u € D
is k’-directed. Hence, if D is k-Scott, then D is k’-Scott. In particular, for every
k, every compact element is k-compact, every Scott domain is a k-Scott domain
and every prime-algebraic domain is a k-prime algebraic domain.

2.5 Traces of continuous functions

Suppose that D is a k-Scott-domain. From the fact that any function f : D — D
is indeed a graph and that D is k-algebraic, we have that any function f is
determined by:

T(f) = {(w,v) € D x D | v < f(u)}

If f is k-continuous, and since the v’s are compact, it is sufficient to consider:
Tr(f) = {(u,v) € De x D | v < f(u)}

If moreover D is k-prime algebraic, then it is sufficient to know:
T(f) ={(u,v) € De x Dp | v < f(u)}

The pairs (u,v) are in one—one correspondence with the ‘step functions’ e, ,,
(uw(z) =vif 2 > u and g, (x) = L otherwise). The trace of ¢, ,, ordered by
(u',v") < (u”, ") iff & > u” and v' < v” (which corresponds to the pointwise
ordering of step functions €,/ 7, €47 ), contains (u,v) as maximal element.

2.6 Reflexive k-cpo’s and the interpretation of \-calculus

As we already mentioned, x-Scott domains (or k-cpo’s) and k-continuous func-
tions form a ccc (with ‘enough points’), say the k-ccc. Now, any reflexive object
of such a ccc (and not only solutions of (1)) can model pure (i.e. untyped)
A-calculus; let us tell what reflexive means in the case of the k-ccc (the general
definition can easily be extrapolated).

D is a reflexive object of the k-ccc if there are two k-continuous functions:

[A]: D — [D— DI, (6)
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A]:p-D].—D (7)
such that
AoX=id (8)

In particular X is injective and A is surjective.

Then there is a standard way to interpret terms of A-calculus, where parame-
ters in D are allowed (sketched in Section 3, c.f. also [4], Chapter 5, Paragraph
4), and (8) ensures that any two [S-equivalent terms get the same interpretation.

If furthermore A o A = id, then D = [D — D],, the model is called exten-
sional, and any two n-equivalent terms get the same interpretation. Solving (1)
amounts to finding an almost extensional reflexive model of A-calculus, ‘almost’
getting here a totally accurate meaning if we take into consideration the two
small elementary axioms of map theory which specify the applicative behaviour
of L and T.

The coding of unary continuous functions in D by means of A generalises to n-
ary k-continuous functions as follows: we define A" : [D"™ — D], — D by induc-
tiononn: A = X\ and A" (flaq, ... 2a1]) = Mug = AV (flur, w2, o Tnga]))-
Indeed we can easily prove, by induction, that A" is well-defined and x-continuous
(using that a k-ary function is k-continuous iff it is component-wise k-continuous).

Notations. Finite sequences of elements of D are denoted by @, U, etc
and the length of @ by ¢(z). We will use the following simplified notation of
application:

w = A(u)(v)

uv = wvy---v, ifo=(vy,...v,) and n >1
ur = u if £(v) =0

wwit = (uw)d

With this notation, and a repeated use of (8) we get:
Fact 2.6.1 For any f € [D™ — DJ,; and any @ € D™ we have

AM(fur - un = flur, ..., up)

3 k-continuous premodels

T and L are two objects of the universe (sets), which are not sets of pairs, and
hence are not functions (graphs). o
Definition. For any x-Scott domain (£, <) such that T, L ¢ £ we denote

by | & @71 {T}|the r-Scott domain (&', <) such that & = EU{T, L} andz <"y

iff:x:lorx:y:'for(x,yeé'andxgy).
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3.1 Premodels

Definition. A r-continuous premodel of map theory, or simply a premodel, is
a triple P = (M, A, A) where M is a k-Scott domain and

A
M Mo Mo (T}

-
A

are two inverse order-isomorphisms.

Notation. = 1L, hence L = A(L); = \(T); = M\ {L,T}
Elements of M are called maps, and elements of F proper maps.

The root function : M — M is defined by (L) = L, »(T) = T, and
r(u) = = A\z.T if u is a proper map. Using Fact 3.1.1 below it is easy to
prove that r is k-continuous and that r commutes with all existing sups and
with infs of k-small bounded subsets. The definition of r was a key one in the
original consistency proof where r operates on terms of map theory and where
the definition of r takes up all of page 95 in [18]. The model construction in the
present paper is, structurally, considerably more simple and conceptual than
the original one among other because it is based on k-denotational semantics
instead of a syntactic definition of r.

The following fact will be used constantly.

Fact 3.1.1 (a) For all bounded, and hence for all k-directed, B C M, we have

supB=T iff B={T}or B={T, 1}
sapB=1 iff B={l}orB=10
supBeF iff BCFU{lL}and BNF #{

(b) For all non-empty B C M, we have:
infB=T iff B={T}
infB=1 if Le€Bor(TeBand BNF #10)
infBe F iff BCF

‘We now define

M M — M],

by A(u) = A(u) if u is a proper map, A(L) = z — 1, and A(T) = z — T;
A(f) = A(f) for any k-continuous function f. It is very easy to prove, using
Fact 3.1.1 (a):

Lemma 3.1.2 (M, A, )\) is a reflexive xk-Scott domain
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and we also have:

Lemma 3.1.3 A and A are inverse x-isomorphisms between the p.o’s F and

The premodel we build in Section 8 is a strong premodel in the sense that
A (or, equivalently, A, because of Fact 3.1.1) is additive (in the sense that it
commutes with all existing sups) and commutes with infs of non-empty x-small
subsets. Strong premodels have some nice supplementary properties (c.f. the
exercise in Section 6.1 for an example).

We now adopt the simplified notations introduced in Section 2.6: uwv for
(A(u))(v) and its generalisation to uv. Ax.f[x] for A(f), and Azy ...z, flT1,. .., Tp]

for A (f) if f is n-ary. = Az.\y.zy, so for all u € M, F'u = \y.uy € F.
Lemma 3.1.4 Forallu e M, Tu=T and lu= 1.
Lemma 3.1.5 (SQND) F ={u | Flu=u}={u|3v: Flo=u}

Proof. The two sets are included in F (already seen). Conversely, suppose
u € F, then F'lu = Ay.uy = Ay — A(u)(y)) = MAu)) =u. &

Lemma 3.1.6 (Weak extensionality) For all u,v € F, u < v (u = v) iff
Ve e M :ux <vx (Vo € M :ur =vz).

From Lemmas 3.1.4 and 3.1.6 one can deduce the following easy facts, which
are left as exercises.

Fact 3.1.7 (a) The sequence Az ...x,.L, n € N, is an increasing sequence of
elements of F.

(b) The elements Az ...x,. T, n € N, are incompatible maximal elements of F.
() A1 ... &L < Azq ..., T iff m <.

For any u,v € M, wov = Az.u(vz). Thus u o v is always a proper map; if
moreover u,v € F and are respectively the codes of the functions f and g, then
u o v is the code of fog.

For u € M,GQMdeﬁne: {uz | z € G} and: {z | uz € G}.

For u € M and H k-open, H C domu, the restriction of u to H is the
code v of the k-continuous function f defined by f(z) = ux if x € H and L
otherwise.

For G C M, the characteristic function of G is the function M- M
which takes value T on G and L elsewhere; as already mentioned in Section 2.2,
X¢ is k-continuous iff G is k-open.

3.2 Modelling A-calculus

The formalism we use here, namely to work with terms with parameters, is the
usual one in model theory. It is more convenient for algebraic computations
than the use of open terms within environments, which is usual in theoretical
computer science. It also allows us to keep close to the notation in [18].
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Language

The three following sets are supposed to be disjoint.

V is a countable set of variables z,y, ...
C is a set of constants ¢

E is a k-cpo

Finite sequences of variables (respectively of elements of M) are denoted
T, ¥ (respectively @, ¥) and include the empty one. When necessary they are
identified with their underlying set or the corresponding tuple. We only consider
sequences of distinct variables. “For all T, u” means “for all sequences T of
distinct variables and all @ € M(<“) such that £(7) = £(Z)”. Here, |{(7)
denotes the length of the sequence .

In the case of map theory, = {L,T,if,¢,e} (the underlining will be
omitted soon). B

A-terms

The set Apqc of A-terms with constants in C and parameters in M, or simply
“A-terms” or even “terms”, is defined inductively by:

Av=z|c|u| (AA) ] \zv.A

Otherwise stated, Apqc is the smallest set of terms containing YV UC U M and
closed under the usual operations of A-calculus.

o A, B and C always denote elements of Axqc.
e FV(A) is the set of free variables in A.

e Ac and A are the sets of those terms which do not contain elements of M
and M UC, respectively. Elements of A are also called pure \-terms.

e ABj---B,, is shorthand for (--- ((ABy1) Ba) - Bm).

Substitution

[A/x1 = Ay, &y = Ap] is defined if the z; are distinct and no free variables
of any A; occur bound in A; it is then the term resulting from the simultaneous
substitution of the A4;’s to all free occurrences of the corresponding z;. So
[A/z1 = w1, , &y = uy] makes sense for all A, and all Z, @, and will be
abbreviated

[A/T := 7]

Calculus

a (renaming) and (8 conversions (or equivalences) are defined as usual.
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Interpretation of terms

For a given interpretation j of constants in M, i.e. a function 57 : C — M,
we define the interpretation ||[A/Z := @]| | of all closed A-terms [A/T := ] by

elements of M by induction in the structural complexity of A. If FV(A) C =
then

[A/z :=1]] = j(c fA=ceC
= fA=uz,€x
= u fA=uveM
= |[B/z:=d]||[C/z =] if A=BC

v [[B/y:=v]/T:=71]) if A=Iy.B

Interpretation | e | (which should in fact be denoted |e|;) is well defined and
assigns the same interpretation to terms that are a- or B-equivalent like in the
w-case. For a proof, mimic [4], Chapter V, §4. The point is to show:

Fact 3.2.1 VA € Ay, V7, W such that FV(A) C Z, @ — [A/Z := 1] is a
k-continuous function.

Notation for constants

If we adopt the simplified notations of Section 2.6 for the “semantic operators”
A and A, then the only difference between a closed term of Apq ¢ and its inter-
pretation in M is that each ¢ € C is replaced by j(c). If we happen to keep
the same notation for ¢ and j(c) (for example ¢) then the same expression will
denote as well a closed term and its interpretation in M. It will always be clear
from the context what we are really meaning. We will do this in particular with
map theory, whose constants are directly named L, T, if, ¢ and ¢.

Equations and inference rules

€ and &; will denote equations between terms of Axqc and A &; is the conjunc-
tion of the &;. If £ = A = B then FV(£) = FV(A) UFV(B), and for all Z, u,
£/ :=7] =[A/T :=1] = [B/T :=T1].

An inference rule is an object R of shape &1,...,&, F &. FV(R) is the set
of variables which are free in &,...&,,£.

An equational theory is a set of equations and rules of inferences, where
terms range over Ac.

Satisfaction

We are going to define (P, j) = F where E is either an equation, a finite con-
junction of equations, or an inference rule. This has to be read: “the premodel
P satisfies E (w.r.t. j : C — M)”. Let us first assume that (;);<, is a set of
equations between closed terms (£; = A; = B;). Then
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means that Vi <n:|A4;| = |B;| (in M). In the general case we define:

if v D FV(A &)V : (P,j) = Al€i/Z = @]. Since the interpretation of a term
depends only on the values given to its free variables, this definition is equivalent
to the one obtained by replacing ‘vz’ by ‘3z’. This equivalence is used implicitly
in several places, e.g. to check that (P, j) = Trans.

Suppose now R is the rule &,...,&, F &, then there are different ways in
which (P, j) may satisfy R: the weakest is the following;:

the strongest is:
(P,j) Es RiftVZ DFV(R)Vu : (P, j) = N&/z:=u] = (P,j) E [£/T:=1]

Of course there is no difference between the two notions if the premisses of R
are closed.

It is clear that to prove the consistency of map theory it is enough to prove
that some k-continuous premodel P satisfies all axioms, and weakly satisfies all
rules (since e.g. P = L = T). Strong satisfaction has a much more semantic
flavour but restriction to weak satisfaction (or intermediate versions like in [4],
p-100) is forced upon us by the rules Sub2 and Induction (c.f. Appendix C).
Non-monotonic implication

An important shorthand used in map theory is the non-monotonic implication
[=] For any terms Aj,..., Ay, B,C let Ay,..., A, — (B = C) denote the
equation which is defined inductively by

A—(B=C)=ifABT=ifACT
and

Ai,oo o Ay = (B=C)=Ay,..., A1 — (A, — (B=C))
if n > 1. Furthermore,

Ay, oo Ay = C=Ag,. . A, — (C=T)
It is easy to see:

Fact 3.2.2 Let P be any premodel, A;,..., A,,C € Ay and consider the
following assertions:

(a) PEAL,..., A, —C.
(b) VIO FV(AA;,C)Vu: (P EAA/T:=ul=T =Pk [C/T:=u] =T).
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() PEAA=T=PEC=T.
(d PEAA=TFC=T.

Then (a) < (b) = (c); (d) is a reformulation of (c¢) in case there is no parameters
and finally (a) < (c) if all A; are closed terms of Apqc.

As a corollary we have for the parameter free case:
Fact 3.2.3 For all A,,...,A,,C € A¢ the following are equivalent:
(a) PEA,...,A, —C
(b) PEsANAi=T)FC=T

3.3 Modelling the A-calculus axioms of map theory and
the QND'-principle

The fact that P is a model of A-calculus as seen (but not formulated) in Section
3.2, can be rephrased by saying that, whatever j we will chose, (P, j) will satisfy
all those A-calculus axioms of map theory which contain no explicit mention of
the constants. These axioms (Trans, Subl,2, Apply2 and Rename [c.f. Appendix
C]), are of course the usual A-calculus axioms if we restrict .4, B and C to range
over pure A-terms.

Suppose now we choose j such that j(L) = L and j(T) = T. Then it is easy
to check that the axioms Applyl and Apply3 are satisfied and that the inference
rule QND’ is strongly satisfied. For the latter we write out the (trivial) proof
only for the case where FV(R) = {z}.

We have to show that for all u € M, if (P, j) satisfies :

[[A=B/z:=T|/x:=u], ie. [A=B/x:=T]
[[A=B/z:=1]/x:=u], ie. [A=B/x:= 1]
[[A=B/z:=F(x)]/r :=u], ie. [A=B/z:=F(u)

then (P, j) satisfies : [A = B/xz := u]. But this is immediate from SQND.
To satisfy the Select1,2,3 axioms it is clearly sufficient to interpret if by the
code if = A3(If) of the ternary s-continuous function If : M3 — M defined by:

v fu=T
Iflu,v,w)=¢ w fueF
L ifu=1

To prove that If is k-continuous it is sufficient to check it w.r.t. each component.
For the first component this follows from Fact 3.1.1. For the other two it is clear;
indeed, when two components, including the first one, are fixed, then If acts on
the last as the identity or as a constant map. In conclusion we have:

Lemma 3.3.1 Any premodel P can be expanded to a model of the A-calculus
axioms of map theory and of QND’.
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3.4 Interpretation of propositional calculus in a premodel

The simple definitions below are transparent if we consider that T codes “truth”,
1 “undefinedness”, and any proper map, in particular F = A\z.T, represents
“falsehood”.

The usual propositional connectives -, A, V, =, <, are in map theory
translated into terms 5, A, V, =, and <>, respectively, of Aje 1 (ct. [18], p.16).
We are only interested in those which occur in the axioms, namely

A

-

Az y.ifz (ify TF)(ify FF)
Ax.ifeFT

The interpretation of these two terms are k-continuous functions which are strict
in all arguments (f is strict in z if x = L implies f(z) = L); they behave as
expected on T and F, and make no difference between F and other elements of
F. Two other terms that occur in the axioms are:

~
~

Me.ifz TF
Ae.ife TT

The interpretation of ~ and ! are the functions “root” and the characteristic
function of M\ {_L}, respectively.

Remark. Let Map; consist of the A-calculus axioms and QND’, and let p
be the term of Aif, LT obtained by replacing all connectives in the formula p of
(two-valued) propositional calculus by the corresponding term of map theory (—
by =, A by A etc and propositional variables are viewed in p as A-term variables).
It is easy to prove:

e p is strict w.r.t. all its free variables.

e If p and ¢ have exactly the same free variables, then p < ¢ is a tautology
in propositional calculus iff Map, F ~p = ~q.

e If p is not a propositional variable, then Map, - ~p = p.

Example: The following formulas are provable in Map; (and map theory in
general): zAy = yAx, zAx = ~x, 21 = ~z, S(rAy) = S2V-y ete and, hence,
AAB = BAA, ~-A = ~A etc are also provable, for any terms A and B or A¢
(or Aam ¢ if we work with a premodel).

A formula like zV -z < T is an example of tautology where the two sides do
not have exactly the same free variables and where the corresponding equation
xV5x = T fails for z = L. To represent such formulas in map theory one
may use e.g. the construct ! like in zV-z =!z. A more general result is: p is a
tautology iff Map, + ~p =!z1A--- Az, where z1,...,x, are the free variables
of p.
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Remark. Let P be any premodel, and let A, B, A;,..., A, € Apc. Then
the following is true in P (for the interpretations of terms).

AAB=T if A=TandB=T
AAB=1 if A=LlorB=1
AAB =F otherwise
“A=T if AeF

“A=F iff A=T

A= 1 iff A=_1

Remark. The embedding of propositional calculus presented above shows
the semantic flavour of map theory compared to pure A-calculus: No terms A,
T, F of pure A-calculus, {T, F} separable, can satisfy TAT =T, TAF = FAF =F
and zAy = yAz. The ability to present propositional calculus this way in MT
depends on the introduction of T and if.

Remark. Strict definitions for the logical connectives were chosen in order
to make tautologies like xAy = yAz carry over directly. However, non-strict
logical connectives are useful in certain cases. As an example, Appendix C
defines a non-strict logical “and”, x:y, which is used indirectly in several axioms.
Logical connectives like parallel or, V, which satisfy e.g. TVL =T, LVT =T
and FVF = F were avoided in MT for computational reasons. Even though a
construct like V is computable, it introduces a lot of trouble to include it in a
programming language and it is virtually useless to the programmer. Parallel
or, V, exists in the s-continuous semantics, so it could be added to MT without
loss of consistency.

4 Relative interpretation of ¢ and ¢, and of pred-
icate calculus in a premodel

Here k is any regular cardinal > w. Let C M satisfy
d = 1P, P essentially k-small, | & & (9)

® is essentially k-small if there is a k-small such that ¥ C & = 7W. Hence,
we may assume

O =10, ¥ k-small, L T (10)

We define € and ¢ relative to ® and verify the predicate calculus axioms of
map theory for arbitrary ® satisfying (9) and T € ®. In Section 7 we fix ® to
obtain a model of all of map theory.
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4.1 Interpretation of ¢

Let p be a choice function on @, i.e. a function p : P(®) — @ such that p(4) € A
for all non-empty subsets A of ®. The existence of p follows from the axiom of
choice. Define e : M — ® U {L, T} by:

e(u) =L iff 1L eud
e(u) = p({z€® | uz =T}) otherwise, i.e. if Te ud® # L

Lemma 4.1.1 Let u,v € M. If e(u) # L and u < v then e(u) = e(v).

Proof. If L € u® then e(u) = L < e(v). If u® C F then v® C Tud C F and
e(u) =e(v) =T. Now assume T € u® F L. We have ux = T = vx = T and
ureF=>vreFsoTevdF L ur=TEvr=Tand e(u) =e(v). &

Lemma 4.1.2 e is k-continuous.

Proof. We first show that dome = {eu | u # L} is open. Indeed dome = {u |
® Cdomu} = {u| ¥ C domu} (since domu = Tdomu) = (O, | x € U},
where O, = {u | ux # L}. Thus dom e appears as the intersection of a x-small
family of open sets, which is enough to conclude that dom e is open.

We now prove that e is k-continuous [same argument as for Lemma 6.2.2 later
on]. We have to show that e(sup B) < supeB for any k-directed B. Without
loss of generality we suppose e(sup B) # L. Since dome is open there is some
b € B such that eb # L; since b < sup B we have e(sup B) = eb < supeB. {

Definition. ¢ = A(e) will be the interpretation in M of the constant ¢ in
map theory (Hilbert’s epsilon operator). Note that the definition of & depends
on ®. ¢ will satisfy some axioms of map theory regardless of the choice of ®. In
Section 7 we fix ® such that e satisfies all axioms of map theory.

The following lemmas are direct consequences of the definition of e:

Lemma 4.1.3 [Ackerman’s axiom] For all u,v € M:
Ve € ®@:r(ux) =r(vz)] = eu=cv
Lemma 4.1.4 For all u € M:

u(euw) =1 iff L eud
uleuw) e F it ud CF
u(eu)=T if TeudzF L

4.2 Quantifiers

Definitions. 3 = \z.~(z(ez)) is a term of A.. For all terms A € Apc we
define the terms ex. A, 3x.A and Vz.A of Ay ¢ as follows:

er. A = e(Ax.A)
Eilx..A = H(AxA)
V. A = S(Fz.5A)
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The following are provable using only the lambda-calculus axioms of map
theory:

E:I:c..A =
Vr.A =

~[A/z:=e(\x.A)]
~[A/ =Mz A)]

The following lemmas are straightforward consequences of Lemma 4.1.4:

Lemma 4.2.1 For all A € Aqc such that FV(A) C {z}, 3z.4 equals 1, T or
F in M and:

PEedzA=T iff Yue &Pk [A/z:=u] # L and
JuedPE[A/e=ul=T

PEdrA=1 if JuedPE[A/e=u=1

PE3rA=F iff Yuec®PE[A/e:=u € F

Lemma 4.2.2 For all A € Apqc such that FV(A) C {z}, Va.A equals L, T or
F in M and:

PEVeA=T iff Yue® P [A/o=u=T

PeEVeA=1 if JucdPE[A/e=u= L

PlEevVeA=F iff Yue ®.PE [A/z:=u] # L and
JuedP[Ae=ulcF

4.3 Satisfaction of predicate calculus axioms

In addition to (9) and (10) we now assume

¥ C M, (11)
Now ® = TV is k-open so x¢ is k-continuous. Define:

¢ = AMxe)

For any u € M, ¢u =T if u € & and ¢u = L otherwise; in particular, for
any closed A € Apqc,

P = ¢A=T iff (the interpretation of) A is in @
PE @A=L otherwise

Theorem 4.3.1 The first order predicate calculus axioms of map theory are
satisfied in any xk-continuous premodel P, provided L, T, if, € and ¢ are inter-
preted as above and provided that (10), (11) and T € ® hold:

Qy: Vr.A ¢B — [A)z:=B]
Qs : ex.A=cx.(prAA)
Qs: ¢lex.A) =Vr.lA

Qy: Jr.A—ValA

Qs V. A=Vr.(prAA)
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The intuition behind each axiom is quite clear: Q' says that V quantifies over
no less than ® and @5 that V quantifies over no more than ®; in conjunction
they say that v quantifies over ®. @5 says that € merely depends on A for z € ¢
and merely depends on the root of A. Hence, Q2 both expresses Ackerman’s
axiom and expresses that £ ‘quantifies’ over no more than ®. ()3 says that ex.A
is defined iff A is defined on any x € ¢, and then belongs to ®. Among other,
this means that ¢ ‘quantifies’ over no more than ®. Q) says that if 3x..A is true
then A is defined all over ®.

When writing [18], Q4 and Q5 were added late in the development in order to
get two important proofs through. This has made the collection of quantification
axioms somewhat peculiar and redundant.

Axiom @} above differs from that of [18] in that the premisses of — are

reversed. Axiom @) above differs from @4 in [18] which says Jx.4A — ¢(ex.A)
(if there exists an z € ® that satisfies A, then €z.A is such an z and, in
particular, belongs to ®). Q4 and Q) are equivalent assuming Q3.
Proof of Theorem 4.3.1. To check that P satisfies the @-axioms we work,
as usual, with closed terms of A, ¢ instead of working with open terms of Ac.
We freely use the fact that P satisfies the A-calculus axioms (c.f. Section 3.3)
and, in particular, we use the last remark of Section 3.4. We prove @}, Q2 and
Q3, and leave Q) and @5 as easy exercises.

Qy: Suppose Vz.A = T and B € ®. Then, for all u € ®, [A/z:=u] = T
(Lemma 4.2.2). In particular, [A/z:=B] = T.

Q2: Tt is enough to prove that for all u € ® we have: r((Azx.A)u) =
r((Az.(pxAA))u) (c.f. Lemma 4.1.3 (Ackerman’s axiom)). But this is equiv-
alent to r([A/z:=u]) = r([A/z:=u]A¢u), which is trivially true since ¢u = T.

Qs: A = ifATT and, hence, Va.!A, has value L or T in M, and this is
also the case for ¢(ex.A). Now ¢(ex.A) = T iff ex. A € @ iff (A\v.A)u # L
for all u € ® (here we use T € ®); thus ¢(ex.A) = T iff, for all u € P,
iflA/z:=u]TT = T iff V.if ATT = T. &

Remark. We could recover that P satisfies all theorems of (usual) predicate
calculus, provided the connectives and the quantifiers are replaced by their
dotted version and that free variables, if any, are limited to range over ®. This
could in fact be done for predicate calculus over any signature, and is true
in fact for any possible modelisation of map theory, since there is a syntactic
translation of predicate calculus into map theory ([19], p.8, [18], p.60).

But we have not yet been restrictive enough on ® so as to ensure that
this interpretation of predicate calculus is faithful [at this stage we could have
®=U={T}or ®=" = {T,F}] and of course it is not the case:

Example 1. Suppose |¥| < w (which is necessarily the case if K = w since ¥ is
k-small). Then we would have, for any A € Apyqc: P | Jy - - - 2 [[A/zi=21] A
.- AlA/z:=1,]=Vz.A], where n = ||,

Example 2. Suppose T is not in ®. Then P |= VaVy.(zAy<zVy).

On the contrary, ® cannot be too rich: ® is already bounded to be essentially
k-small; on the other hand, requirements like Az.x € ® would contradict the
well-foundedness axioms of map theory (syntactic point of view) and the set
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theoretic properties of the model (semantic point of view). The idea behind
@ is that (@, €) is a model of ZFC for a particular term € of A¢. For that
particular term, Vy.yé)\x.z is provable in MT, so Ax.x represents at least the
class of all sets. The requirement Ax.x € ® is equivalent to the requirement that
the class of all sets is itself a set. Furthermore our intention is not only to model
map theory but also to realise all the (semantic) intuitions which were behind it,
in particular the strong version of well-foundedness which asserts that if ¢ and
X1, 9, - are well-founded (i.e. elements of @), then there exists an n > 0 such
that azy-- -z, = T. Now it is clear that Ax.x € ® contradicts this property
since if a and z1,xs, -+ are all equal to Ax.x, then axy---x, = Az.x which
differs from T in any non trivial model of the A-calculus axioms.

5 Satisfaction of the well-foundedness axioms if
o <Kk

The aim of this section is to introduce two semantic conditions on ® and to show
that they are indeed sufficient to ensure the satisfaction of the well-foundedness
axioms. The Strong Induction Principle (SIP) is a strong non-equational way
to ensure the satisfaction of the induction rule, via the well-foundedness of ®
w.r.t. a binary relation which will be specified below. All other well-foundedness
axioms of map theory may be viewed as simple closure properties of ®, which will
follow essentially from the satisfaction by ® of a recursive equation that we will
call the Generic Closure Property (GCP). These two principles, together with
the Strong Quartum Non Datur (SQND) are the basic intuitions behind map
theory ([18], part I), which can be viewed as a sufficiently powerful equational
approximation of them.

As already seen the premodels we are working with are, roughly speaking,
those k-models of A-calculus which satisfy SQND; the fundamental result of this
paper is that, provided there is some inaccessible below x, they always contain
a k-open set ® which satisfy the SIP and GCP (in addition to the conditions
studied in Section 4, namely that ® is essentially x-small and contains T but
not L). Otherwise stated we are providing “strong” models of map theory.

It is worthwhile to mention also the following about the meaning of the
Strong Induction Principle; since it is outside the scope of the present paper,
we will do it without any justification.

As already mentioned, it is intended in the philosophy of map theory that,
given any model M of it (found in a strong enough usual set theoretic universe),
the subclass (or subset if M is a set) ® of all elements u of M such that ¢u = T
(in M), endowed with the interpretation of the term €, will be a model of ZFC.
The Induction rule conveys the fact that this latter ZFC-model is well-founded
and the Strong Induction Principle says in addition that it is an “w-model”,
namely that is has (essentially) the same integers as the universe we started
from (two possible definitions for the set of integers in map theory are given in
[18], p.21 and p.61, respectively).
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5.1 The strong Induction Principle and the Generic Clo-
sure Property

The statements of SIP and GCP need the definition of two operators on subsets
of M.

G(<¥) |and W are the sets of finite and infinite sequences, respectively, of
elements of GG, including the empty one. Such sequences are denoted by @, U, T,
etc, even if they are infinite. means that 4(Z) = {(y) and Vi < (), z; <
yi. For T = (Ty)mew € G¥, and all n > 0, we define: = (2o, -y Tn-1),
thus T is the empty sequence.

Definition. G is essentially k-small (o-small) if there is an H such that
|Hl <k (<o)and HC G C1H.

Definition. The dual of any subset G of M is the set of those elements
which are well-founded w.r.t. G:

G° ={ueM |VzeG*Incw:uzy - - xp =T}

(As a special case, 0° = M \ {L}). Furthermore, is the binary relation
defined on G° by

v<guiff u# T and v € u@ (12)

In the set-theoretic world v < u means that v “belongs to” w and that this
fact is witnessed by an element of G. This interpretation gets its full meaning
when G is @, namely the “class of all sets” (see below and Appendix A).

At this point we only need the most trivial properties of the operator,
namely:

e TeG° L &GP and, for all u € G° and all §y € G<¥, uy € G°.
o < is well-founded on G°.

e HCK=K°CH"°

The name “dual” was originally chosen because of some vague similarity
with duality in linear algebra and because ® was originally desired to satisfy
® = ®°° (which did not work out well). Instead of ® = ®°°, & now satisfies
® C 9°° (Lemma A.1.4) and a softening of ®°° C ®. The softening of ®°° C
® is formulated in the Generic Closure Property. The property & C ®°° is
syntactically difficult to express, but the Strong Induction Principle below is
just as useful.

For any two subsets H and K of M, we define

m;{u€M|Vx€H:ux€K}

The Strong Induction Principle (SIP) is the (semantic) requirement that

o C P°
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Because of the well-foundedness of <¢ on ®° and of the SQND it is easy to see
that any premodel enriched with an open set ® satisfying the Strong Induction
Principle, will weakly satisfy the Induction rule IND.

The Generic Closure Property (GCP) is the recursive equation:
o= J{G° - 2| Gec0,(®)}

where O, (®) is the set of all essentially o-small open subsets of ®.

It would be sufficient to satisfy the simpler recursive equation ® = ®° — .
However, this is inconsistent with the other requirements since it can be proved
that € € ®° — ® but ¢ ¢ ® (c.f. Appendix A.1).

The GCP admits several useful equivalent formulations which will be given
in Section 7.

The existence of an (adequate) solution of the GCP in (all) our premodels
will be proved in section 7. We will then need lemmas asserting things like:
“If G € Oy(®P), then G° — G are in O,(P) too”. Facts of this kind are not
at all obvious; they force us to work with the sets of compact elements which
generate the open sets and require a real mathematical work. This motivates
the machinery developed in Section 6.

We now work with a fixed, x-continuous premodel P = (M, A, \) where
k > w. When needed, o is an inaccessible cardinal < k. G, H and K will
denote nonempty subsets of M. Assuming the results proved in Section 6 and 7
we suppose that we have available a ® which satisfies the following requirements.

e O is an essentially k-small open subset of M,
e T,Fe®dand L ¢ P,

o & C @° (SIP), and

e d=|J{G° - P |G e 0O,(D)} (GCP).

5.2 Closure properties of ® and ¢° and satisfaction of the
axioms

This subsection proves the semantic versions of the well-foundedness axioms
(the “set theory” axioms in Appendix C).

Definition. Here, a k-continuous model will be a pair (P, j) such that there
is a 0 < K, o inaccessible, P is a k-continuous premodel, and j interprets the
constants of map theory as indicated before; in particular, the interpretation of
¢ and € is via a k-open set ® satisfying the conditions just stated above.

It is easy to see that T,F € @, if,¢,e € ®°, and L & ®° (c.f. Appendix A.1).

Notation. Hy,...,H, — K means H; — (Hy — ---(H, — K)--+)) if
n>1. H" — K means H,..., H — K where H occurs n times.

Lemma 5.2.1 For all n € N,

(I)g(q)o)n_)q)gq)n_}q)g(bn_)q)o:(bo
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Proof. By induction on n, using the trivial covariance and contravariance
properties of the arrow, and the various properties of ®. We treat n = 1:

If u e ®, then u € G° — @ for some G C @, hence u € ° — &; P° — ¢ C
d— & C P — P°since  C &°, and finally & — &° = &° is obvious.

Corollary 5.2.2 Any k-continuous model P satisfies the well-foundedness ax-
ioms Welll, Well3, C-A, C-K’ and C-P’ stated in Appendix C.

Proof. The axioms state T € &, I € &, & C & — &, \z.T € &, and
Ax.(ifz TT) € @, respectively. We just have to check the last one. But it is
clear that A\z.(ifz TT) € G° — T C & for (all) G € P,(P), since L € G°.

Fact 5.2.3 @ is well-founded w.r.t. <g.

Proof. Follows immediately from ® C ®° and the definition of <g given in

(12). ¢
Lemma 5.2.4 & is the smallest subset X of M such that
TeX (P—-X)NdCX (13)

Proof. That ® satisfies (13) is obvious; conversely suppose X satisfies (13)
and ® \ X # 0; take v in ® \ X, minimal w.r.t. <. Certainly u # T; now,
by minimality of «, and the fact that u® C ® (since u € & C & — D) we get
u® C X; since X satisfies (13) we have u € X which yields a contradiction. <

Corollary 5.2.5 Any k-continuous model P satisfies the induction rule in Ap-
pendix C.

Proof. We assume A, B € Apqc, A closed, FV(B) C {z}. Now, if P satisfies
the premises of the induction rule and P = A = T, then X = {u € M |
[B/xz:=u] = T} satisfies (13) of Lemma 5.2.4, so ® C X and P satisfies the
conclusion of the induction rule.

We now turn to the (interpretation of the) combinators that appear explicitly
in the well-foundedness axioms of map theory, namely P, Curry and Prim, as
well as some that occur implicitly. The former are treated in Lemma 5.2.6, the
latter in Lemma 5.2.8.

Definition. The definitions of P, Curry and Prim are stated in Appendix
C. P is a pairing construct and Curry expresses currification; their definitions
are repeated here:

P = AaNbAz.(ifrabd)
Curry = Mf Az y.(f(Pzy))

Prim expresses a sort of transfinite primitive recursion, and its definition
involves a fixed point operator. Here, we just have to know that for any f,a,b €
P, if g = Prim f ab then for all z € P:

a ife=T
fAz.g(x(bz)) otherwise
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Lemma 5.2.6 In any x-continuous premodel P (k > o) we have
(a) Pe G°,G° — G° for any G C ®; (also P € &, — D).
(b) Currye & — @
(c) Prime (® — 9),,0 - &

(In particular they all live in ®°).

Proof. (a) is clear since for all u,v € G°, Puv = Az.ifzruv € G° — G° C
G — G° = G° (note that ® C ®° implies G C G° for all G C ®). If u,v € P,
Puv € G° — @ for any G C &, thus Puv € .

(b) if w € ®, then u € G° — @ for some G € O,(®), hence Curryu =
Az Ay.u(Pzy) € G°,G° — ® C @ (using (a) and Corollary 7.1.4).

(c) suppose f € & — ® and a,b € ®. Let G € O,(P) be such that a,b €
G° — G (c.f. Lemma 7.1.3 (a)). We prove that ¢ = Prim fab satisfies g €
G° — @ (thus g € ®). Suppose there is an & € G° such that gz ¢ ®. We choose
x minimal for <g (c.f. (12)); then certainly « # T (otherwise g = a € ®) and
gr = fAu.g(z(bu)). Now for all u € G°, bu € G, since z(bu) <g = we have
that, for all u € G°, g(z(bu)) € ®, hence Au.g(z(bu)) € G° — & C & and
gr € @ (since f € & — &) which yields a contradiction. Hence, gG° C ® and
geEG® P CD. O

Corollary 5.2.7 Any x-continuous model P satisfies C-Curry and C-Prim.

Proof. C-Curry and C-Prim are just the simplest equational ways to express
the closure properties of Lemma 5.2.6.

Lemma 5.2.8 (a) \u z.uzz € & — @
(b) o € (® — @), — ® where 0 = Aw. v z.w(vz)
(¢c) Mz.(wowv)zze ® forallve ® and w e & — P.

Proof. (c) is a direct consequence of (a) and (b).

(a) let uw € ®; then u € G°,G° — ® for some G € O,(P) (c.f. Corollary
7.1.4), hence Az.uzx € G° — & C ¥ as required.

(b) let w e ® — @ and v € ®; then v € G° — @ for some G € O,(P). If
z € G°, then vz € ® and w(vz) € ®.

Corollary 5.2.9 P | C-M1

Proof. We have to show that, for any A € Ay ¢ such that FV(A) C {z, 2} :
Az AL AED - P =Yoed: Ae[A/zi=vz] €D

Let v € ® and w = Az.Az. A € & — ®. By Lemma 5.2.8 (¢), a = Az.(wov)zx =

Az.[A/z:=vz] € ® which proves the corollary.
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Corollary 5.2.10 P satisfies Well2 and C-M2.

Proof. (Well2) First we notice that u € ® iff pu = T iff pu € ®. Second we
claim that it suffices to show that for any A € A such that FV(A) C {z},
and G € O,(P), M. A € G° — @ iff \x.9pA € G° — ®. But this is clear
since, for all w € G°, A\z.A)w € @ iff [A/z:=w]| € D iff [pA/x:=w] € D iff
(Az.pA)w € .

(C-M2) We have to show that, for any A € A,c such that FV(A) C {z, 2},
Vo € @ : Ax.[A/zi=v] € P = Vv € D : A\x.[A/x := zv/z := v] € D. Let us fix
v € ®; by hypothesis there is a G € O, (®) such that \z.[A/z:=v] € G° — &.
Without loss of generality we assume v € G (otherwise take G' = G U {v}).
Now, for any w € G°, wv € G°, hence (A\z.[A/z:=v])(wv) € ®; thus A\z.[A/z :=
v,z =v] € D. $

Remark. « > o was enough for Well 1,3, C-A, C-K’, C-P’ and C-Curry
(which do not contain e, even implicitly).

Remark. As already used in [18], C-M1 and C-M2 are equivalent to the
following three axioms:

oa —  Ar.axx
Vr.¢(azx),¢b — ¢(aob)
oa, b —  Az.a(xb)

That C-M1 can be replaced by the two former is evident from the proof of
Corollary 5.2.9. In general, the three axioms above are easier to deal with in
model-theoretic treatments than C-M1 and C-M2.

6 Duality, types and arrows in a premodel

We still work with a fixed, k-continuous premodel P = (M, A, 5\) where kK > w.
When needed, o is an inaccessible cardinal < k. G, H and K will denote
nonempty subsets of M.

G. = M. NG is the set of k-compact elements of G; recall that G is open
iff G = 1G, (c.f. Section 2.2). §(G) is the set of minimal elements of G; if G is
open then 6(G) C G. but, even in this case, we may have §(G) = 0.

For any K, a choice function w.r.t. K is a function ¢ : TK — K such that
q(z) € KN lz. g extends to (1K)¥ by ¢((zn)new) = (¢(xn))necw-

Using a choice function w.r.t. G it is easy to prove:

Lemma 6.0.11 If G is open, then G is essentially x-small (o-small) iff there is
an H CG,, |H| <k (<o)and G=1TH.

6.1 Duality and types

We first quote some easy properties of the dual operator G°. For u € G° and
T e GY, we let denote the smallest subsequence Z,, such that uz, = T.
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Fact 6.1.1 (a) T € G° and Azy---x,.T € G° for all n.
(b) L € G°, and for all u € G° and ¥ € G<“ we have uy # L.

Fact 6.1.2 (a) G° =1(G°) = (1G)°.

(b) HC G = G° C H".

(¢c) GCT1H = H° C G°.

(d) HC GC1H = G° = H°.

(e) If H is x-open and H # G, then H° # G°

To see (e), note that (the code of) x g belongs to H® \ G°.

The following notion of a type was introduced in [18]. As noted in the
introduction, it is related to the notion of type in Model Theory.
Definition. The type of u € M over G C M (G # () is the function

t(u/G)|: G=¥ — {1, T, \z.T} which associates 7(ug) to any y € G<¥.
We set

iff t(u/G) = t(v/G) iff YgeG<¥ : r(uy) = r(vy)
SO
u=guviffforalge G¥, ug=Lsvy=Landuyg=T S vy=T.

This last characterisation does not mention r anymore. Further define:

E{UEM\vzgu}

Fact 6.1.3 (a) fu=govthenu=T o v=Tandu=1 s v=_1.

(b) If u =¢ v then uy =¢ vy for all g € G<¥.

(c) IM/=¢| < 28WPIED thus if G is o-small then the set of types over G will
be o-small too.

(d) LG = {1}, T® = {T}, and u® C F if u is proper.

(e) If u € G°, then v C G°; thus G° = J{u® | u € G°}.

(f) If u € G°, then u® = T(u%); thus 6(G°) = J{06(uY) | u € G°}.

(g) If u,v € G° are compatible, then u® = v (= w® for w > u,v).

(h) Al Az ---z,.T (n > 0) have different types.

All this is very easy, and so is the exercise below:

Exercise. If P is a strong premodel then, for all G,u, u~ is closed under
sups of bounded subsets and infs of non-empty k-small subsets; in particular,
6(uS)| < 1.

For general premodels we will get in fact a much better result than the latter
one, but only for u € G° and G open (or H C G C TH for some H C M,): We
will show that, in this case, [§(u®)| = 1 and u® = 16(u®) (c.f. Lemma 6.1.9);
in other words, each « has a bottom.

G

Lemma 6.1.4 If H C G C 1H and u € G°, then v% = uf!
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Proof. u“ C u'! is clear. Suppose now we have v =g u (so u,v € H°) and let
T € G¥; let ¢ be a choice function w.r.t. H and § = ¢(Z) € HY; let also m be
such that m = ) (= ¥, since v =y u). We have uy, = T = v, for each
n > m and ug,,vy, € F for each n < m. Thus u and v behave the same way
onallT e GY¥, sou=guv.

G

Lemma 6.1.5 If GG is essentially k-small and u € G°, then u® is open.

Proof. Because of Lemma 6.1.4 it is enough to consider the case where |G| < k.
Now, for all y € M<“ define the sets

T@y) = {veM|vy=T}
Fly) = {veM|vye F}

Using Fact 3.1.1 these sets are easily seen to be k-open. Now,

ut = T |7eG Aug=T}
N MN{F@ |ye G~ nuy e F}

thus u“ is an intersection of |G<“| open sets. If G is k-small, then G<“ is

k-small too (since £ > w) and u® is open (c.f. fact 2.1.1). ¢
Corollary 6.1.6 If G is essentially k-small then G° is open.
Proof. Use Lemma 6.1.5 and Fact 6.1.3 (e). <

Lemma 6.1.7 If G is open, then, for all u € M, u& = u%.

Proof. Obviously u =¢ v implies © =g, v. Now, each element of G is the
directed sup of elements in G.; using that iterated application is x-continuous
we have that

VyeEG<Y tuy =sup{uz |z <yAZ € GS¥}

Thus t(u/G) is completely determined by t(u/G.), i.e. u =g, v = u =g v.
To continue the study of u¢ and G° we need an intermediate definition.

Definition. For G open, is the element of M defined by:
bo = Y AR u.ifu T Ay fif (xey) (k(uy)) L]

where Y is some fixed point operator in M and x¢ is the characteristic function
of G. Thus, for all u € M we have:

Jou =ifuT Ay [if (xay) (g (uy)) L]
Hence:

r(bgu) =r(u)
yeG = lguy = lg(uy)

From these properties we easily get:
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Lemma 6.1.8 For all open G and u € M, we have ||ou € u®.

Proof. We have, for all T € G¥ and n € N: |JouZ, = Jo(uZ,). Now,
Va@WZyp) = L (or T) iff uZ, = L (or T). Thus (Jqu)T, = JguZ, = L (or T)
iff uz, = L (or T), so u =¢ | gu which proves |ou € u%.

Lemma 6.1.9 For all open G and all u € G°:
(a) | ou is the minimum of u%, and u® = {|ou}.
(b) If G is essentially s-small then u¢ is open and |u € M, (or G2).

Proof. (a) We first show that, if v =¢ u =¢ |gu and Jsu £ v then there is
an infinite sequence T € G* such that, for all n € w,

Jouz, £ vT, (14)
Since (14) implies
UL, # L, T (15)

(because u, {su and v have the same type over ) the existence of such an T
contradicts u € G°.

We build T,, by induction in n. As usual, T is the empty sequence. Suppose
we know T,, satisfying (14). Then both sides of the inequality are proper maps
(because of (15), and there is an 2,41 € M such that | ouZ,rn11 € VEpTni1
(c.f. Lemma 3.1.6). This forces z,4+1 to be in G, because of the obvious:

Fact 6.1.10 If J uzy - -2, # T and zp41 € G then Jgquzy - - zpy1 = L.

The second claim follows, since u € G° implies u® = Tu® (c.f. Fact 6.1.3).
(b) follows from Lemma 6.1.5 and (a).

Theorem 6.1.11 For all open G, G # 0,

(a) G° =16(G°) and 0(G°) = {Ugu | v € G°} is an infinite set of incompatible
elements.

(b) if G is essentially k-small, then G° is open and §(G°) C M..

(c) if G is essentially o-small, then G° is essentially o-small (and, hence, -
small).

We cannot deduce that G° is essentially x-small in case (b) above, unless &
is inaccessible.
Proof. (a) use Lemma 6.1.9 and Fact 6.1.3 (e-h).
(b) use Corollary 6.1.6.
(c) follows from |§(G°)| = |G°/ =¢ | and Fact 6.1.3 (c). &

Since G° = H° for those H such that H C G C TH (c.f. Fact 6.1.2 (d)) we
have:

Corollary 6.1.12 The same conclusions hold for those G C M such that there
exist H C M, such that H C G C 1H (and |H| < & or o if needed).
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6.2 Arrows

Definition. To each u € M is associated the open set

E{xe./\/l|ux7éJ_}

In order to be able to control the nature and size of
H— K ={ueM |VzeH :uz € K}
from that of H and K, we define, for G # (:

- wen—x

domu C H AVz,yeM : (r =g y = ux = uy)}

Fact 6.2.1 (a) |H —¢ K| < 2+ |K|M/=¢l. In particular, if G and K are
o-small, then H — K is o-small.

Note that |(H —¢ K)\{T, L}| < |K|M/=¢cl; this explains where “2” comes
in.
(b) G° — K is obviously increasing (i.e. “covariant”) both w.r.t. G and K (for
Q). This is still true w.r.t. K for G° —¢ K, but false w.r.t. G (unless L € K,
a case we are not interested in).
(c)If L € K, then L, T ¢ G° —¢ K.
(d) For all u € G° —¢ K we have ul = 1, since 1L ¢ G°.
(e) G — G° = G° for any G.
(f) G° —¢ 0(K) C6(G° — K) for any G and K.

In fact the constraints in the definition of H —& K are so strong that
H —¢ K is empty, for example, if H is not enough upwards closed, or if
1 ¢ K and some v meets both H and M \ H. However, these constraints are
completely coherent in the cases we are interested in, namely H = G° and G
k-small (where H is open by Corollary 6.1.6).

Lemma 6.2.2 Let G open, G # (), K C M, and s : §(G°) — K. Then g = sgo
defined by

o(z) = { s(gx) fzeG®

1 otherwise
is k-continuous and A(g) € G° —¢ K.

Proof. First we show

z<yAgle) # L= g(x) =gy (16)

Indeed g(z) # L implies z € G°, so y € G° and 2% = y% (c.f. Fact 6.1.3 (g)).
Hence, o2 = Joy (Lemma 6.1.9), and g(z) = g(y).

Suppose now a = sup B for some k-directed B. We have to show g(a) <
sup g(B). The non-trivial case is a € G°; then, since G° is open (Corollary
6.1.6), there exists a ¢ € BN G°. Now, ¢ < a; hence g(a) = g(¢) < supg(B)
thus g is k-continuous. It is now clear that A\(g) € G° —¢ K.
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Corollary 6.2.3 If G is open and essentially x-small, then G° # G.

Proof. It is sufficient to consider G # . For any permutation s of §(G°)
let sgo be defined as in Lemma 6.2.2. We have sgo € G° —¢g 0(G°), by
Lemma 6.2.2, hence sgo € 6(G° — G°) (c.f. Fact 6.2.1 (f)); moreover s # s’
implies sgo # Spo. Thus [§(G° — G°)| > 218G Now, if G° = G, then
G° =G — G°=G° — G° 50 6(G° — G°) = 0(G®). This is a contradiction.

Corollary 6.2.4 If G C M., |G| < k, then

1(G° —¢ K) if T¢ K

GOHTKZT(GO_)K):{ T(GO—)GK)U{T} ifTeK

Proof. D is obvious. Now let ¢ be a choice function w.r.t. K, u € G° — 1K,
f=A) and g = (go f)ge. Then v = A(g) € G° —¢ K and v < u since
ve = q(u(llgx)) if € G° and L otherwise.

Lemma 6.2.5 If G, K C M, and |G| < o, then G° —¢ K C M..

Proof. We consider the functions g, , defined, for v € G° and v € K, by

v ifreu
Juv =\ | otherwise

Gu,v 1S K-continuous because g, ., = Sgo for s : G° — K U {L} defined by
s(lgu) = v, s(lgu’) = Lif w'€ # u® (c.f. Lemma 6.2.2. That Gu,v 18 K-compact
follows from the fact that v is compact and that, for any x-continuous f, we
have:

Juw < [l gupw(Ugu) < f(lgu)

Now it is enough to notice that each element w € G° —¢ K is either L (if
1 € K) or (the code of) the sup of at most |G°/ =¢ | compatible functions
Gup- If G is o-small then w is the sup of a o-small, hence x-small, set of
k-compact elements, so it is xk-compact too. <

Corollary 6.2.6 Suppose G C M, and |G| < o; then G° —¢ G C M, and
|G° —a G‘ <o0o.

Proof. The first assertion follows from Lemma 6.2.5. Now |G° —g G| <
|G|IM/=¢l (Fact 6.2.1) and G and M/ =¢ are o-small (Fact 6.1.3; since o is
inaccessible we get that |G° —¢ G| is o-small too.

Corollary 6.2.7 Suppose G and H are open and G is essentially xk-small, then
G° — H is open.

Proof. G = 1K for some K C G, |K| < k, and G° - H = K° — H =
1(K° —k H) (c.f. Corollary 6.2.4) and K° —x H C M, (c.f. Lemma 6.2.5). ¢
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Lemma 6.2.8 If G and H are open, and G is essentially o-small, then
G°— H= U{G° — H' | # H' C H, H open and essentially o-small}

Proof. Let ¢ be a choice function w.r.t. H.. By Theorem 6.1.11, G° = 76(G°)
and §(G°) is o-small. For any u € G° — H, uG° C Tud(G°) C Tq(ud(G®)).
Now ¢(ud(G®)) is a o-small subset of H., hence H' = 7¢(ud(G®)) is open and
essentially o-small; and of course u € G° — H'. {

7 The existence of a well behaved ¢

¢ and e will be defined, as in Section 4, from an open set ® of M, but we now
put further constraints on ® in order to model the well-foundedness axioms.
This amounts more or less to ensure that (®/ =, €) is a model of ZFC where €
and = are the interpretations of two Ac-terms defined in [18], p.20 and recalled
in Appendix C. See Appendix A.3 for a closer examination of (®/ =, €).

We prove in Section 7.1 the existence of a well-behaved ® (in the sense of
Theorem 7.1.1 below).

Recall that for any £ C M, P,(E) is the set of o-small subsets of E and
O,(E) is the set of essentially o-small open subsets of E. This notation will
merely be used for E open. Note that O, (F) is closed under o-small unions
since o is regular.

7.1 Solving the Generic Closure Property
This section is devoted to the proof of the following theorem:

Theorem 7.1.1 Suppose kK > o, o inaccessible. Then in any x-continuous
premodel P there is an open set ® such that:

(1)Ted, Lg&P, Fed.
(2) & C ®°
B)e=U{G"— 2| Ge0O,(D)}
(4)

4) & = 1V for some ¥ C M., such that |¥| < o; in particular, if o < k, then
® will be essentially k-small.

This will be sufficient to prove the consistency of the well-foundedness ax-
ioms. However, we will use two refinements of (3) which motivate the definition
below:

Definition. For any open set ® of M we define:

Fi(®) = U{G° - |G eO,(®)}

Fo(®) = U{G° =G| GeO, (D)}

F3(®) = U{G°,G°—=G|GeO,(®)}
where A,B — C means A — (B — (). All the F;(®) are open sets (c.f.
Corollary 6.2.7).
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Lemma 7.1.2 F| = F

Proof. Let ® by any open set; then G° — G C G° — & for any G € O, (D).
Conversely, G° — ® = | J{G° — K | G,K € O,(®?)} (Lemma 6.2.8) C
U{L° = L | L€ Os(P)} (just take L = GUK). So F1(P) = F2(P). &

Lemma 7.1.3 If & = F;(®), then

(a) VKeP,(®)3HeO,(®): K CH°—-H (C H°— )
(b) VGO, (®)IHEO,(®): GC H° - H (C H°— ®)
(c) & =F3(P)

Proof. We use F; = F5 freely.

(b) follows from (a): indeed if G € Oy(®), then G = TK for some K €
Po(®), and K C H® — H implies G C H° — H for some K € P, (D).

(c) follows from (b), indeed G° — G C G° — (H° — H) for some H €
Oy (®); hence G° - G C L° — (L° — L) with L=GUH.

(a) Let K € P, (®); for any v € K there is H, € O,(®) such that v € HY —
H, (since ® C F»(P)). Now H = J{H, | v € K} is still in O, (P) (since K is
o-small) and v € H° — H for all v € K. Thus K C H®° — H. {

Corollary 7.1.4 Any ® as in Theorem 7.1.1 satisfies:

d = U{G°—G|Ge0,(®)}
d = (J{G°.G° =G |Ge0,(®)}

There are many other decompositions of ® that would be sufficient for our
purpose (all the reasonable ones work). A way of proving Theorem 7.1.1 is to
view it as a corollary of:

Theorem 7.1.5 Suppose k > ¢. Then, in any x-continuous premodel P there
is a subset W of M, such that:

(1) Y ={T}UU{H® -y H| H € P,(9)}
(2) v Cwe°
(3) |¥| < o (this is the only place we need that o is inaccessible).

Proof of Theorem 7.1.1 from Theorem 7.1.5. Let ® = TW. Since T € ¥
and L € ¥, we have T € ® and L ¢ ®. Also ® = ¥ C ¥° = §° (Fact 6.1.2).
We now show that ® = F5(®P). Indeed:

=10 = U{I(H°—u H)|HeP,(V)}U{T}
= \U{H° —1H| H e P,(¥)} (Corollary 6.2.4)
C WHG° -G |GeO, (D)} (just take G = TH)
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Conversely, if G € O, (®), then there is a K C G such that G = 1K and
|K| < o; if ¢ is a choice function w.r.t. ¥ as defined at the beginning of Section
6 then H = ¢(K) satisfies H € P,(®), G C TH, and H° C G° (c.f. fact 6.1.2)
thus G° — G C H° — 1H, and the inclusion ® C F5(®) above is in fact an
equality.

Finally, F = Az. T € {T}° — {T}, hence F € . {

The proof of Theorem 7.1.5 occupies the rest of the subsection.
Definition. ¥ is the least subset X of M such that:

1) TeX 2)GeP,(X)=G° - GCX (17)
Since property (17) is closed under intersection, ¥ is the intersection of all
X C M which satisfy (17).

The direct analogous definition for ® as “the least open X of M” such that

(1) TeX 2)Ge0,(X)=G —-GCX (18)

would not have worked since the family of open sets X satisfying (18) is not of
limited size and the intersection needs not be open.

Lemma 7.1.6 ¥ C M,
Proof. M, satisfies (17) (c.f. Lemma 6.2.5). $
Lemma 7.1.7 L ¥

Proof. ¥\ {1} satisfies (17) because ¥ satisfies (17) and because L ¢ G implies
1 ¢ G° —¢ G; thus, by minimality of ¥, we have ¥ = ¥\ {L}. Hence, L ¢ U.
o

Lemma 7.1.8 ¥ = ¥’ where V' = | J{G® —¢ G |G € P,(V)} U{T}

Proof. ¥’ C U is obvious; conversely, if € M\ ¥’ then U\ {z} satisfies (17),
hence z ¢ U. $
To prove ¥ C ¥° we need another characterisation of U:

Lemma 7.1.9 W is the least subset X of M such that
W)TeX (2GePA(XNT) =G -5 GCX (19)
(and is the intersection of all these subsets X).

Proof. Let " be the intersection of all X satisfying (19). Obviously, ¥ satisfies
(19), therefore ¥ C W. But now it is clear that ¥ satisfies (17), hence ¥ C 0"
which ends the proof.

Lemma 7.1.10 ¥ C ¥°
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Proof. It is enough to prove that U° satisfies (19) (c.f. Lemma 7.1.9); and we
already know that T € U°.

Let G € P,(¥° N ¥); we have to prove that G° —¢ G C ¥°. Since G° —¢
G CG° — G CG° — ¥° and since ¥° = ¥ — U° (c.f. Fact 6.2.1 (e)) it
is enough to prove that ¥ C G° and, for this, to prove that G° satisfies (19).
We already know that T € G°. Let H € P,(G° N ¥); we have to prove that
H° -y H C G°. Now H C VW, hence ¥° C H°, hence G C H°. Thus
H° -y HCH° -HCG— HCG— G°=G"° as required. ¢

For dealing with the size of ¥ we need a last characterisation: The induction
one.

Definition. (¥,).<, is the increasing sequence of subsets of M defined by

Uy = {T}
Uor1 = {THUUH{G® —=¢ G|GC¥,}
v, = U5<a Vg for limit ordinals «

Lemma 7.1.11 Va <o : |V, <o

This is the only point where we use that o is inaccessible.

Proof. By induction on a. For limit ordinals « we use that o is regular. For
successor ordinals a we use Corollary 6.2.6 (if G is o-small then G° —¢ G is
o-small too), the fact that |¥,| < o = 2/¥l < ¢ (0 inaccessible), and that the
union of less than o sets of cardinality less that o is less than o (regularity of

o). &
Lemma 7.1.12 Y =¥, and |¥| <o

Proof. It is obvious that for any o < o, ¥, C ¥ (induction in «), hence
U, C U. Conversely any o-small subset G of ¥, is already in one of the ¥,
a < o; hence ¥, satisfies (17) and ¥ C ¥,. Now |¥| < o since ¥ is the
increasing union of o subsets of P, (¥).

It has now been verified that ¥ as defined by (17) satisfies Theorem 7.1.5,

which ends the proof of that theorem.

7.2 Conclusion

Theorem 7.2.1 If k is > some inaccessible cardinal ¢, then any x-continuous
premodel can be expanded to a model of map theory.

Proof. It is sufficient to interpret ¢ by (the code of) the characteristic function
of some open set ® = TV satisfying the constraints in Theorem 7.1.1, and to
interpret ¢ by a choice function w.r.t. ®, as in Section 4.1.

Remark. The preceding construction provides of course as many solutions
¢ as there are inaccessible cardinals o below k. For a given o it yields the
smallest possible ® (this is indeed clear from the proof of Lemma A.1.1).
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8 Elementary construction of a premodel

A solution D to (1) will be obtained from a structured web C' (a p.o with
coherence relation) satisfying a more simple recursive equation. As mentioned
in Section 2.4, D will in fact be a prime algebraic domain and the web C' will
be isomorphic to D,. This solution D will be referred to as a canonical (k-
continuous) premodel of MT; the model obtained by interpreting furthermore
¢ and € as in Section 7 will be referred to as a canonical model of MT. All
canonical models and premodels are obtained by letting o, k, 0<k range over
all regular cardinals. A canonical model is only a model of MT'if o is inaccessible
and o < K.

8.1 Preordered coherent spaces

A preordered coherent space (pcs) is a triple C = (D, ~, <) such that

(a) ~ is a reflexive and symmetric relation on D.
(b) < is a reflexive and transitive relation on D.
() z~yna' 2ahy 2y=a ~y

C' is an ocs (ordered coherent space) if furthermore < is a p.o (i.e. is anti-
symmetric).

Example. Starting from any x-Scott domain D, any subset E of D, equipped
with the induced partial order and compatibility relation (z ~ y if {z,y} has
an upper bound in D), is an ocs, but the relevant example for our purpose is
E=7D,.

(D,~, =) C(D',~, =) will mean D C D' A~ =~"ND*A=<=='"ND%
The following are easy:

(d) The ‘empty pcs’ (0,0,0) is the smallest pcs (w.r.t. C).

(e) If (C3)p<q is an increasing sequence of pes’s, then C' = Ug<oCs (with the
obvious meaning: union of domains, union of relations), is a pcs; it is the
smallest pcs such that Cg & C for all 5 < .

Elements of C' (i.e. elements of D) will be denoted p, ¢, x,y. Subsets of C
will be denoted u,v. u C C is coherent if Vz,ycu : x ~ y. v C C is an initial
segment if Vz,y: (r EuAy Sz =y €u). u~vifuUv. Forany u C C let
u denote the initial segment generated by u. The following is clearly equivalent
to (c):

(¢’) Yu :u coherent = U coherent

Let C' = C’ denote that the pcs’s C and C’ are isomorphic.
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8.2 Transferring the problem to pcs’s

To any pcs C = (D, ~, <), we associate the p.o D = S(C) of all coherent, initial
segments of D ordered by inclusion. D will be called “the domain of web C”.

It is easy to check that S(C) is a prime algebraic domain where sup, when
defined, is union, and that v € S(C) is prime iff there is a p € C such that
u = {p}.

Thus D is a k-prime algebraic domain (for any regular ). If C' is an ocs then
D,, is isomorphic to C' (as ocs) (in the general case we would have to quotient
C by the equivalence relation induced by the preorder) and D appears as the
completion of C' which add sups to all subsets of compatible elements of C.

We now fix k, and let C* be the set of coherent k-small subsets of C'. It is
easily seen (or c.f. remarks in Section 2.4) that w € D is k-compact iff u = @
for some a € C*. These remarks link proposition 8.2.1 below to Section 2.5 and
motivate the following definition:

Definition. F' is the function which associates to any pcs C' = (D, ~, <) the
triple F(C) = (Dp,~p,=r) where Dp = C* X D, (u,z) ~p (v,y) < (u~v =
x~y)and (u,z) <p (v,y) &z yAT CT.

It is straightforward to check that F'(C') is a pcs, and that F' is monotone
(w.r.t. ). Moreover, since k is regular, F' commutes with increasing unions
indexed by k: If C = Uy<xCq is an increasing union of pes, then F(C) =
Ua<iF(Cy). We denote also F(C) by C* x C.

Lemma 8.2.1 If D is the domain of web C, then [D — D], is order isomorphic,
and hence k-isomorphic, to the domain of web F(C) = C* x C.

Proof. Let C = (D,~,=). Define Tr and A’ on [D — D],, and S(C* x C),
respectively, by:

Tr(g) {(a,p)eD* x D |p € g(@)} for g € [D — D,
A(u)(v) = {zeD|JaCv:(a,z)€u} foru,veS(C*xC)

It is straightforward to prove that Tr and A’ are inverse order isomorphisms,
and hence k-isomorphisms between the two domains. (Hint: 7 points to check).

Formally the proof of 8.2.1 does not differ from the w-case. For the w-
semantics this is worked out in [25] in a slightly different formalism, in [24]
for pes’s with trivial coherence; [16] is not really relevant for pes’s with trivial
preorders since it deals with the more accurate class of “stable” functions. {

Remark. A corollary of Lemma 8.2.1 is that the problem of solving D &
[D — D] in the k-ccc reduces to finding a pes C such that C = F(C) (it is
quite obvious that isomorphic pcs’s generate x-isomorphic domains), or even
C = F(C). The second equation has no solution in a well-founded universe.

In order to take T and L into account we define a function G on pcs’s
such that the problem of solving (1) reduces to finding a pcs C such that C' =
G(F(C)), where G will be chosen such that C' = G(F(C)) has a solution in any
well-founded universe.

First we fix two elements f and t¢ of the universe which are not pairs. If
C = (D,~,=) and f,t € D we define G(C) = (Dg,~g,=g) where Dg =
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DU{t,f},z~cyecax~yVa=y=tVae=fAy#tVy=fAx#tand
rgyer3yve=y=tVe=fAy#t.

It is easy to see that G(C), when defined, is a pcs (an ocs if C is), that G
is monotone and that G(F(C)) is always defined (since f and ¢ are not pairs).
Moreover, G commutes with all increasing unions of pcs’s not containing f or ¢.
Hence, G o F' commutes with all increasing unions of sequences, indexed by k.

That solving 1 amounts to finding a fixed point to H = G o F follows from
Lemma 8.2.1 and:

Lemma 8.2.2 If D is a domain of web C and f,t & D, then D@ ; {T} is order
isomorphic to the domain of web G(C).

Proof. Indeed u € S(G(C)) iff u =0 or u = {t} or u = {f}Un’ with v’ € S(C).
o

8.3 Solving C' = H(C)

We know that H(C) is defined and monotonic for all pes’s C. Hence, the ordinal
sequence C, defined by Cy = ) and C, = Ug<oH(C3) is increasing. Since & is
a limit ordinal we have C\, = Ug<,Cg; since H commutes with such increasing
unions we get H(Cy) = Ug<,H(C3) = Cy. Hence, C = C}, is a fixed point of
H and D = S(C) is a solution of (1).

Remark 1. As announced at the end of Section 2.2, |D.| = k ( = |Dp|).
Indeed |C| = k (we started from (), added elements at each step and obviously
IC'| < k = |H(C")| < k). Obviously |D,| < |D.| < |C*| = k. It remains
to prove £ < |D,|. Since D, and C/ =p are order isomorphic, where =p is
the equivalence relation induced by the preorder <, and since  is regular, it is
enough to show that the equivalence class of any x € C' is k-small. This can be
proved easily by induction on the smallest 3 such that = € C, using once more
that x is regular.

Remark 2. The following makes explicit the applicative behaviour of D
and the way D encodes its continuous functions; it is the starting point of any
concrete use of the canonical premodel (and model) of MT.

In D = S(C) we have, for all u,v € D and any function h € [D — DJ:

1. L=0,T={t}, \e.T={f}, and if u # 0, {t} then f € u.
2. To=T and uv = {peD | FJaCv: (a,p) € u} if u # T.

3. AMh) = {f}U{(a,p) € D* x D | p € h(a)} and the interpretation of any
abstraction of A?M,C is given by |Az.A| = {f} U{(a,p) € D* x D | p €
| Az = a]|.

Remark 3. Working with k = w gives a solution of (1) in the usual ccc of
w-ccpos and w-continuous functions. This “premodel” is indeed sufficient when
one is interested only in the concrete computational features of MT. In this
case D* is the set of coherent finite subsets of D.
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In Appendix B we will show that all canonical premodels, and in particular
the w-one, are adequate for concrete computation.

It is worth noticing that C,, consists of the elements of C; which are hered-
itarily finite sets but that D,, is no substructure of D]

9 Conclusion

The success of ZF as a system for founding mathematics is due to both that ZF
is syntactically simple and that the class of its models is mathematically rich
and well structured; in particular each model of ZF has a lot of meaningful ‘sub’
and ‘sur’-models (internal models and generic extensions), some of them being
‘canonical’ (from different points of view). The conviction of the authors is
that MT shares this wealth with ZFC. On one hand models of ZFC' and MT are
closely linked, as shown by the syntactic translation in [18] and the constructions
in the present paper (c.f. Appendix A); in particular our construction shows that
there are at least as many models of MT as there are models of ZFC'+ ST (and
probably ST can be weakened).

On the other hand it seems that we will have a lot of freedom in building
models of MT: indeed we think that most of the techniques or frameworks avail-
able for building models of untyped A-calculus can most probably be adapted to
yield models of MT: the essence of the work done in the present paper seems to
be in fact that all big solutions of (1) in any suitable framework can be expanded
to a model of MT. For example the constructions made in the paper seem to
carry over without problems, along the same lines, to the x-stable semantics (on
k-dI-domains).

Now, that the model should satisfy (1) is not a necessary condition. In
particular we conjecture that the forcing techniques initiated in [2] to show that
Q = §6 is an easy term (namely that any equation Q = ¢, ¢ any closed A-term,
is consistent with untyped A-calculus) and which are used also in [21, 22, 37]
to build models of extended A-calculi, would apply (for example one could use
them to show that €2 is an easy term also w.r.t. MT).

It is already interesting to have an explicit and (rather) simple model of MT
like ours, since first it gives a comprehensible proof of the consistency of MT
and second provides a concrete support for a simplification of the axiomatisation
which would not change its spirit much. But the existence of a great variety
of models, realising possibly different equational extensions of M T, allows much
more freedom for the subsequent axiomatisations of MT, and may give hope to
justify intuitively-correct other proposals.

Such new axiomatisations are proposed in [17]. Contrary to the present one
they incorporate order and monotonicity (and part of stability) at the level of
syntax, and hence rule out from the beginning the possibility to carry over a
modelisation like in [29]: as a matter of fact such modelisation is incompati-
ble with order and monotonicity since any two elements of the model can be
exchanged via a function which is representable in the model.
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A Further properties of k-continuous models

A.1 Structural properties of $ and ¢°
Lemma A.1.1 ¥ and ® are not essentially o-small, and |¥| = o.

Proof. We have not yet proved (neither claimed) that the sequence ¥, was
strictly increasing. We show here something stronger, namely that &, = TV,
is strictly increasing (limit: ®, = ®). First we note that ®,41 = 0, — D,,.
Indeed, ®o1+1 = TPot1 = U{1(G° —-¢ G) | G C ¥,,G # 0} = U{G° — 1G |
0 # G C ¥, }(corollary 6.2.4) = U2 — ¥, = & — ®,. And we have, for all
a<o:

o, = J (@5 — ®p)
B<a

and also @3 2 &g, (since 3 C ®,). Suppose now that « is such that
B, =% — D, (20)

(where, clearly, o # 0). Since xao € @5 — {T}
¢} — ®p for some § < . But this forces ®}

by, — @, we have xgo €
®;,, hence ¢35 = @7 and

NN
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O3 = &, (Fact 6.1.2 (f)). Hence, &3 = Pgq = ®3 — ®5. Thus there is no
first o such that (20) is true and ®,, is strictly increasing. <

Lemma A.1.2 If 0 < k, then all inclusions of Lemma 5.2.1 are strict.

Proof. If 0 < k then ® is essentially x-small (by Lemma 7.1.12 or A.1.1).
Hence ® C ®° (by Corollary 6.2.3).

Now, if u € ®°\ ®, then \x.u € & — P° but Az.u € & — P; ¢ and Az.x
belong to ® — ® but not to ®° — & (similarly: if belongs to ®* — @ but
not (®°)3 — ®). Finally ¢ € ®° — @, since elements of ®° never take the
value L when applied to elements of ®, but ¢ ¢ ® since, for all G € O,(P),
e & G° — ®: indeed G € O,(P) implies G # & since P is not essentially
o-small, so e(xg) = L, but obviously xg € G°. {

Lemma A.1.3 §(®) = §(¥) = {T}

Proof. Let u € ®, u # T. Then u € ®3 — ®p for some § < o; since D,
is strictly increasing (c.f. the proof of Lemma A.1.1), then ®3 C ®g41 and
®3,, C @3 (Fact 6.1.2 (e)). Now the restriction v of u to ®3,, is clearly in
P31 — Pp C PGy — Ppi1 © @5 moreover v <u.

Lemma A.1.4 & C $°° C ®°. If 0 < « then both inclusions are strict.

Proof. From & C ®° we immediately get ®°° C ®°. For proving & C $°°
it is enough to prove ¥ C W°° and for this to check that ¥°° satisfies (19) in
Lemma 7.1.9. Now T € ¥°° is clear. Suppose G C ¥ N ¥°° and G is o-small.
We have: G° - G C G° — ¥°° C ¥° — ¥°° = ¥°°, Thus ¥°° satisfies (19)
as required. Now ®°° = ®° implies $° = & (Fact 6.1.2 (e)) but this contradicts
o < k (c.f. Corollary 6.2.3. Also ®°° = & implies & = 1§(®) (c.f. Theorem
6.1.11) and, hence, ® = {T}, a contradiction. <

Exercise. Define inductively: ®°(0) = & and ®°+1 = (§°(*¥))°, Deduce
from Lemma A.1.4 that

(a) (®°(2%)), is an increasing sequence (w.r.t. C) and (®°*+1), is decreasing.
(b) for all k,m > 1, & C $°CK) C §om+1) C o,
(c) all inclusions are strict if o < k.

The following lemma expresses where (the interpretations of) the solvable
terms of pure lambda-calculus live within k-continuous models.

Lemma A.1.5 Let A be a pure, closed A-term (A € A).

(a) if A is normalisable and of order n then A € & — & C ®°.

(b) if A is solvable and ¢ < x then A & ®.
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Recall that A is (8-)normal of order n iff A = A\Z.2A4; - -- A, where £(Z) =

n >0, m >0, z is a variable and the A;’s are (5-)normal. A is normalisable
(of order n) iff A is f-equivalent to a normal term (of order n). A closed is
solvable iff I3m > 03B;,...,B,, : AB1--- B, ~3 Az.z and the B;’s are closed
normal terms. Any normalisable term is solvable. (See [4] for a treatment of
these concepts).
Proof of Lemma A.1.5. (a) Since two (-equivalent terms have the same
interpretation it is enough to prove (a) for closed normal terms, and we do
it by induction on the length A of A. So suppose A = AT.zA;--- A, is
normal of order n, and closed. Then z € T and all Ax.A; are closed, normal
of order n;, = n + m,;. Moreover {(AT.A4;) < LA. Let now @ € ®". Au =
[z/Z:=u][A1/z:=T] - - - [A/T:=1]. Now, [z/T:=u] € ¥ (since z € T). Hence
[z/T:=u] € " — & (c.f. Lemma 5.2.1). Also [A/Z:=u] = (\Z.A;)u; by
induction hypothesis \z.A4; € " — & = " — (O™ — &) C " — P° (c.f.
Lemma 5.2.1). Hence [A;/ZT:=u] € ®° for each i. Thus Au € ® as claimed.

(b) Suppose we have AB; --- B, ~3 Az.x for some m > 0, B; closed normal
terms. Then B; € ®° for all ¢ (by (a)). If we had A € & C &°™ — & (c.f.
Lemma 5.2.1), we would have A\z.x € ®. But this contradicts Fact A.1.2). $

As an example of a solvable term which does not belong to ®° we may take
any fixed point operator Z. To see this, we first notice that - = Az.ifx FT is in
® since it is in {T,F}° — {T,F}. Suppose now that Z is in ®°. Sunce - is in
® we have Z- € ®°. This contradicts the fact (left to the reader; follows from
QND’) that any fixed point of - is provably equal to L.

For unsolvable terms the situation is less definite. Let us concentrate on
unsolvables of order zero, like 2. On one hand none is provably in ¢, since they
are all equated to L in the canonical models (c.f. Theorem B.0.2 in Appendix
B); but on the other hand some might as well be equated in some model to
some term which is in ® (even provably), for example to T itself); this would
occur for example with Q) = 04 if, as we conjectured, it is an easy term for MT.

Unsolvable terms of infinite order, like any fixed point of K = Ax.\y.x, can
never be in ®°.

A.2 The size of ¢/=4

In the following we prove |®/=¢| = o and that for all & < o there exists an
essentially o-small G C @ such that |§G°| > |a|. The latter result will be used
for finding a model of V,; in Section A.4. To establish these results we will prove
that there exist “self-extensional sets” G C ® such that G/=¢ can have any
size less that o.

Definition. G is a self-extensional set if

(a) G C 2.
(b) G #0.

(¢) G is essentially o-small.
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(d) G C G°°.
() x=¢gy=x=¢yforalayed.

The name “self-extensional” refers to property (e) above.
Definition. H is a self-extensional chain if

e H is a non-empty set of self-extensional sets.
e VG,G'eH:G CG'VGE CQG.

Theorem A.2.1 (A)If G is a self-extensional set then so is G°° and |G/=4| <
0G°] < |G°°/=al.

(B) If H is a self-extensional chain then |JH is a self-extensional set and
|G/=a| < |UH/=s| for all G € H.

(C) 2/=a] = 0.

(D) For all a < o there exists an essentially o-small G C ® such that [6G°| >
.

Proof. (A) and (B) are proved as lemmas below. (C) and (D) follow from
(A) and (B) as follows: Define Gy = {T}, Go = G5° and G5 = J,c5 Ga
for limit ordinals 6. It follows from (A) and (B) by transfinite induction that
|Go/=a| > |&| so |Gy /=a| > o which together with G, C ® proves |®/=4| > 0.
|®/=¢| < o follows from Lemma A.1.1. Furthermore, G, satisfies (D).

We now state and prove (B).

Lemma A.2.2 If H is a self-extensional chain then U = [ JH is a self-extensional
set and |G/=¢| < |U/=¢| for all G € H.

Proof. The latter claim is trivial. That U is a self-extensional set requires
verification of (a) to (e). Point (a) to (c) are trivial. To see U C U°° assume
g € U and choose G such that g e G e H. Now G e H= G CU = G° D
U° = G°° C U°°. To see (e) assume z,y € U, © =y y. Choose G € H such
that z,y € G. Now x =y y = = =¢ y because G C U and = =¢ y = =4y
because G is self-extensional. <

Before we state and prove (A) as a lemma, we need some auxiliary concepts
and lemmas.

In this section, for all f € M and § = (y1,...,yn) € M<¥ let f[g] denote
fyi---yn € M and let fy denote (fyi,...,fyn) € M<¥. As an example,
flgyl = f(gy1) -~ (9yn)-

For relations R on M, for § = (y1,...,yp) € M<¥ and zZ = (21,...,24) €
M=% let yRz stand for p = gAy1Rz1 A~ - - AypRz,. Recall that for g = (y1,...) €
M and n € w, g, denotes (y1,...,Yn)-

For all f € M define f* € M by

£ =Y ez (ifx T hy.k(z(fy)))
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For all z € M and §j € M<* we have

r((f2)y)) = r(f*zyi - yn)
= r(z(fy)-- (fyn))
= r(z[fy])

Lemma A.2.3 If G is self-extensional then | is injective from G/ =4 to 6G°
in the sense that oz € 0G° and gz =qy = =¢ y for all z,y € G.

Proof. If x € G then G C ® C G° and Theorem 6.1.11 gives oo € 6G°. If
z,y € G then o2 = |y implies x =g y which, since G C @, implies x =4 y.
¢

Definition of ff; and ;. Now assume G is self-extensional. §G° is a
o-small set of incompatible, compact elements according to Theorem 6.1.11.
Hence, there exist “left inverses” o € M of || which satisfy o2 € G for all
z € 6G° (G # 0 is needed here) and 1 ({lgz) =¢ 2 for all z € G. Let i be
one such left inverse. Let fi¢; stand for (ffo)*.

Lemma A.2.4 If G is self-extensional and x € dG° then iz € G°° and
z < G,

Proof. Let y = {5z, let Z € (G°)¥, and let 2/ = {4z € G*. Choose n € w
such that r(z[z]) = T (this is possible since z € G° and z’ € G¥). Now
r(y[zn]) = r((162)20]) = r(z[ftgzn]) = r(z[z],]) = T which proves y € G°°.

Now let 4 € G<¥. We have (J5u) < @ so {T,F} 2 r(y[lgu]) < r(y[u])
which proves r(y[{o@]) = r(y[a]). This in combination with r(y[{oa]) =
r(z[ta(Yen)]) = r(z[a]) gives r(yla]) = r(z[a]). Hence, y =g = which com-
bined with x € §G° gives z < y. &

Lemma A.2.5 If G is a self-extensional set then so is G°°.

Proof. We have to check (a) to (e). (a) follows from GCP by transfinite
induction in <go: Let & € G°°. We shall prove z € ®. As inductive hypothesis
assume y € ® for all y <go z. If z = T then x € ® holds. If z # T then the
inductive hypothesis states that xz € ® for all z € G° so v € G° — & C .
(b) follows from T € G°°. (c) follows from Theorem 6.1.11(c). (d) can be seen
as follows: G C G°° = G° D G°°° = G°° C G°°°°. (e) goes as follows: let
z,y € G°° satisly  =geo y and let z € ®<“. We shall prove r(z[z]) = r(y[z]).
Let 2 = oz € (0G°)<* and let 2"/ = {2’ € (G°°)<“. We have 2 > z' < z" so
r(z[z]) > r(z[Z']) < r(z[z"]). Furthermore, since z € G°° and z € (G°)<¥ we
have r(z[Z']) # L so r(x[z]) = r(z[Z']) = r(x[z"]). Likewise, r(y[z]) = r(y[Z"]).
Furthermore, z =goo y gives r(z[z"]) = r(y[z"']) so r(z[z]) = r(y[Z]) as required.

O

Lemma A.2.6 If G is a self-extensional set then |G/=s| < |6G°| < |G°°/=s|.
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Proof. |G/=g| < |6G°| follows from Lemma A.2.3. |§G°| < |G°°/=4| follows
from |P(6G°)| < |G°°/=g| which can be seen as follows: For all S C §G°, define
Xs € M by

T ifzelS
xsx=< F ifze1(6G°\S)
1 ifxgG°

Now xs € G°°. It remains to prove S # T = xg #¢ X7 for S,T € §G°.
However, if S # T then choose y € dG° so that y is in one of S and T but not
in the other, and let z = 5y. Then y < z € G°° C ® by Lemma A.2.5 and

r(Xsz) # r(Xr2). ¢

A.3 Models of ZFC within models of MT

There are two ways of finding a model of ZFC within the x-continuous models of
MT. The first is to deduce it from the syntactical translation of ZFC into MT,
which is a difficult theorem of [18], plus the fact that the models we consider
satisfy the SQND. This translation is recalled later and uses the constructs €
and = which are defined in Appendix C. The second is to prove directly that,
for our models, N' = (®/=, €) is isomorphic to (V,, €) (within our big universe).
This last way, though providing a stronger result, is in fact much more easy;
as a matter of fact it requires no more than what we have already proved (c.f.
Section A.4).

In this section we comment on the syntactical argument and show where the
SQND comes in. First, consider a model of a theory A inside a theory B. If
both A and B are based on predicate calculus, then it is customary to model
e.g. implication in A by implication in B. In general, it is customary to model
the predicate calculus part of A by the predicate calculus part of 5. Hence, to
give a model of A in B it is sufficient to define the functions and relations of A
inside B. Furthermore, A and B are sure to use the “same” predicate calculus.

Matters are more complicated if A is based on predicate calculus and B
is not. In this case, not only the functions and relations, but also the logical
connectives and quantifiers of A have to be defined in . This is exactly the case
when A is ZFC and B is MT, and it opens the possibility that the modeling of
predicate calculus may be non-standard and may have pathological properties.
This, however, may be ruled out by assuming SQND.

The syntactic result which is proved in [18] has the following shape:

Theorem A.3.1 If Afzy,---,x,] is a theorem of ZFC (including predicate cal-
culus), then the equation ¢x1, ..., ¢x, — A is a theorem of MT.

Here A is the term of MT obtained by replacing €, =, and each connective
and quantifier in A by its doted version as a term of M7T. The definition of
Ai,..., A, — B may be found in Section 3.2 and Appendix C.

Thus, for any theorem A[Z] of ZFC (including predicate calculus; that is why
free variables may occur), for any model M of MT, and for any & C ® the model
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M will satisfy the equation A[ﬂ] = T. However we need something slightly
different, namely that N satisfies the ZFC-formula A[u]. This last assertion
must be justified by a lemma which links the two notions of satisfaction in the
two different settings, like the following;:

Lemma A.3.2 For any ZFC-formula A[Z] and for any model M of MT, we
have:

For any & C ®, MpEA[u]=T = N=A[q]
where N = (®/=, €).

Proof. The proof is of course by induction in the structure of A[z]. However
to achieve it we need to know (because of the negation case) that a closed term
of the shape A[QE] can take only the two values T and F. It is provable from MT
that VZ(if A[Z] T T) = T, which rules out the value L, and that A[Z] = (if ATF);
the SQND is needed to conclude from this last equation that a term of the shape
Ala)] is always equal to T or F. <

If SQND holds, then the above is a model of ZF'C'in the traditional sense, and
if SQND does not hold, then the above may have some pathological properties.
It should be noted that it is still open whether or not MT is strictly stronger
than ZFC even though the above gives a model of ZFC in some sense.

SIP implies that A is an w-model in the following sense: Let w be the set of
integers in the universe where our model is built and let w be a map term such
that ¢w = T and which satisfies

wr =ifzTAy.w(zT)

(Take w = Prim (Azx.xz) T T, where Prim is defined in Appendix C). The intu-
ition behind is that w is the set of Zermelo’s integers {---{{0}} - --}; we choose
Zermelo’s integers here because they are more simple than Von Neumann in-
tegers, and are equivalent for our discussion. The n’th Zermelo integer can be
represented by A, = Ar1...x,.T, n € w; it is easy to check that ¢4, = T
and WA, = A,, so all the Zermelo integers are indeed in the range of w and,
hence, are “elements of w” in the sense of €. Now it is easy to show that in
any model satisfying SIP and SQND, w will have no other elements, while non
satisfaction of SIP introduces “non standard” integers and non satisfaction of
SQND introduces still stranger integers. Note that ¢ and £ does not occur in
the definition of w, so w is a computable function. In general, if SIP and SQND
hold then sets of integers can be represented by computable functions if and
only if the sets are recursively enumerable. We finally end up this example by
noticing that computation of wa merely requires knowledge of r(zTT---T), so
the inner range of w is nothing else than {T}.

A.4 Finding V, in a k-continuous model

Theorem A.4.1 If M is a xk-continuous model, then N' = (®/=, €) is isomor-
phic to (V,, €).
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Proof. In what follows the metavariables u,v range over elements of ®. The
rank of v is the smallest ordinal o < ¢ such that v € ®,, and “induction in v”
means induction in the rank of v.

We define a function s on ® by recursion in the rank of v by:

_[0 ifo=T
s(v) = {s(vz) |z € ®} otherwise

The aim is to show that the function s’ induced by s on ®/= is the required
isomorphism. It is easy to prove successively that:

(1) s(v) € V,, by induction in v.

(2) u>wv= s(w)=s(v), by induction in v.

(3) u=v =T & s(u) = s(v), by induction in v and using SQND.
(4) uév =T < s(u) € s(v), by induction in v and using SQND.

It remains to prove Ju € ®: s(u) = z for all z € V,,. This is trivial for z = )
and the rest is by induction in the rank of z: Assume z € V,, x # 0, and assume
s(uy) =y for all y € . From = € V,, we have that « is o-small. Choose G C ®
such that [6(G°)| > |z| (using Theorem A.2.1 (D)), and choose v’ € G° — ®
such that the range of «’ equals {u, | y € x} (by Lemma 6.2.2). Using GCP, let
u be the element of ® corresponding to u'. Now s(u) = z.

B Computational adequacy of the canonical model

In this section we restrict our attention to the set (¢ for computable) of
MT-terms in which ¢, € and L do not occur. For convenience, and without loss
of generality, we require all occurrences of if to be followed by three arguments.
A€ can be seen as the syntax class defined thus:

variable == z|y|z]|...
Ac variable | Avariable. A | (A€ A€) | T | if A€ A€ A€

Let A¢ be the set of terms in A€ that are closed.

Elements of A will be considered to be equal if they differ only in naming
of bound variables.

Now let —, be the least relation on A€ that satisfies the following statements

for all A, B,C, A" € A°.

B —L T

(A\z.A)B —r  [A/z:=B]

if \e.A)BC —p C

AB - AB it A—p A
if ABC - fABC i A—-p A
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Above, [A/z:=B] denotes substitution with suitable renaming of bound vari-
ables.

Note that if S € A° then § —1 7 holds for at most one 7 € A® (up to
renaming of bound variables), so —;, may be seen as a partial function from A€
to A¢. Terms S € A° for which S —, 7 holds for no 7 € A° will be said to be
in root normal form.

Let —», be the reflexive, transitive closure of — . This relation represents
the leftmost reduction strategy [4] applied to Axioms Apply 1, Apply 2, Select
1, and Select 2 in Appendix C when these axioms are read as reduction rules.

Now define Ny, Ny and NV, thus:

Ne = {AeA| A, T}
Ny = {AeA°|3Be A A Ax.B}
NL = A\ (N;UNy)

(where x may be free in B in the second equation above).

It is straightforward to write a computer program which performs the left-
most reduction strategy, so it is straightforward e.g. to write a computer pro-
gram which, given a term 7 € A, prints “T” after a while if 7 € N, prints
“F” after a while if 7 € Ny, and proceeds forever without printing anything if
7T € N1. The purpose of the present section is to prove that canonical models
are faithful to this computational aspect in the sense that such a program prints
“T” iff 7 =T in the model and similarly for the other two possibilities. This is
formally expressed in the computational adequacy theorem below.

For the time being let M be any model of MT, let F = M\ {T, L}, and let
|7| denote the interpretation of 7 in M. For 7 € AS we obviously have

TeN, = |[T|=T
TeNy; = |T|leF
TeN, <« 7= L1

The main result of the present section is that the converse is also true if M is
canonical:

Theorem B.0.2 (Computational adequacy) If M is canonical and 7 € A
then

TeN: & |T|=T
TGNf & |TleF
TeN, & |[7|=1

Readers familiar with Tait’s reducibility (also called computability) tech-
nique and to intersection type systems will notice that the following proof is
based on these ideas, and could be written within a type assignment setting.
Doing so is not necessary here but the correspondence is sketched in a remark
later on.

Now let M be a canonical model. Recall that elements of M are subsets of
the set C' where the elements of C represent prime elements of M and recall
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that M is a p.o. ordered by a relation < which is simply the subset relation.
There is a canonical injection from C to M (which takes prime elements to their
initial segments) and a canonical injection from A¢ to M (which takes terms to
their interpretation). Using these injections it makes sense to write e.g. p < 7T
for prime elements p and closed terms 7. For open terms 7, p < 7 will be
taken to mean that p < 7 holds for all values of free variables.

For any closed term 7 we have |T| C C. We trivially havep € |T| & p < 7.
Hence, for any term 7, |7| may be seen as the set of prime elements smaller
than 7.

Now we introduce the converse. For all prime elements p € C' we introduce

the set of terms 7 € A€ for which, intuitively, p < 7. I(p) will be referred

to as the interpretation of p. The formal definition of I(p) will not be based on
< but will be a syntactic definition defined by recursion in the rank of p. Since
7 € I(p) and p € |7 | intuitively both express p < 7 we would expect to have
T € I(p) & p € |T|. We shall prove a lemma similar to this from which the
computational adequacy theorem follows.

Now recall that C' = (C*xC)U{t, f}. t represents T (in the sense that their
canonical injections into M are equal), so we would like to have

I(t) = Ny

Likewise, f represents Ax.Ll so we would like to have

Elements of C* represent compact elements. If ¢ € C* then c is a set of prime
elements and ¢ represents the least upper bound of these elements. Hence, the
set I(c) of terms A € A° greater than ¢ can be defined from I(p) thus:

I(c)={A e A |Vpec: A€ I(p)}

Elements of C* x C represent prime elements. If (¢,p) € C* x C then (c,p)
represents the least map f for which fc = p. Hence, we would like to have

I(c,p) = 1(c) — I(p)
where
X—->Y={AeN;|VBeX:ABecY}

The above equations define I(p) uniquely for all p € C' by recursion in the
rank of p.

A set X C A€ of terms will be said to be saturated if 7 € X and S—1, 7
implies S € X. Hence, X C A€ is saturated if:

TE &€, e X = TB& &, X

[A/z:=B)&1 -, € X = (A A)BE---&,€X
ACN,ABE €€ X = (fABC)E ---EneX
AeNFNCE ---E e X = (FABC)E -+ &, € X
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Note that N; and N are saturated and that X — Y is saturated whenever
Y is saturated. The proof of the adequacy theorem has two key steps, the first
of which is the following lemma.

Lemma B.0.3 I(p) is saturated for all p € C.

Proof. The proof is by induction in the rank of p. I(t) = N; and I(f) = Ny
are saturated as noted above. If p = (¢,p’) then I(p) = I(c,p’) = I(c) — I(p)
which is saturated because I(p’) is saturated by the inductive hypothesis.

The second key step is proved by structural induction over A¢ where the
first was by induction over C. The second key step establishes the previously
mentioned link between p € |T| and 7 € I(p) which both intuitively express
p<T.

Lemma B.0.4 Let 7 € A°. Let x1,...,x, be the free variables of 7. Let
€l,...,en € C*. Let & € I(ey),...,En € I(ey). For all terms G let G, stand
for [G/x1:=e1, -+, xn:=e,] and let G¢ stand for [G/x1:=E1, - - -, xp:=E,]. For all
p € C we have:

pe|T|=Te € I(p)
Note that for 7 € A the lemma gives

IT|=T & te|T|] = TelIl)=N
T|eF & felT| = Tel(f)=N;

from which the computational adequacy theorem follows.
Before proving Lemma B.0.4, we state and prove an auxiliary lemma:

Lemma B.0.5 If p,q € C and p < ¢ then I(q) C I(p).

Proof. The proof is by induction in the rank of p and ¢. p,q € C and p <
q gives four cases to consider: (1) p =¢g=1t¢ 2 p=qg=1/f, 3)p=1Ff
and ¢ = (q1,¢2) € C*xC, and (4) p = (p1,p2) € C*xC and q¢ = (q1,¢2) €
C*xC. In case (1) and (2) the lemma is trivial. In case (3), I(p) = Ny and
I(q) = I(q1) — I(g2) = {A € Ny | ---}. In case (4) we have p, < ¢2 and
Vgs€q1Ip3€p1:q3 < p3. Hence, by inductive hypothesis, I(g2) C I(p2) and
Vgs€q1Ips€pr: I(ps) C I(g3). The latter implies I(p;) € I(qy) which, together
with the former, yields I(q1,¢2) C I(p1,p2). <

Proof of Lemma B.0.4. As mentioned, the proof is by structural induction
in 7. This gives rise to five cases:

Case 1. Assume 7 = x;. If p € |7.| = |e;| then p is in the initial segment
generated by e; so p < p’ € e; for some p’. p’ € e; gives I(e;) C I(p') by the
definition of I and p < p’ gives I(p') C I(p) by lemma B.0.5 below. Hence,
Te =& € I(ei) CI(p) S 1(p).

Case 2. Assume 7 =T. Wehave p e || = |T|={t} =p=1t = T =
T € I(p).

63



Case 3. Assume 7 = AB and p € |T.| = |A.B.|. If t € | Ac| then p =t and
te|A| = Ac € I(t) =Ny = AeBeg € Ny = 1(t) = I(p). If t € | Ae| then choose
¢ such that (¢,p) € |Ae| and ¢ C |B.|. We have ¢ C |B.| = Vp'€c:p’ € |Be| =
Vp'ec:Be € I(p') = Be € I(c). Furthermore, (¢,p) € |Ac| = Ag € I(c,p) =
I(¢) — I(p). Finally, A¢ € I(c) — I(p) and Be € I(c) gives Tg = AgBg € I(p).

Case 4. Assume 7 = if ABC. If p € |T.| = |if ABC| then ¢t € |A.| Ap €
|Be| V f € |Ae] Ap € |Ce|- Hence, by the inductive hypothesis, Ags € I(t) A Bg €
I(p) V Ag € I(f) NCg € I(p). Using the definition of I(¢) and I(f) this gives
As € Ny ANBg € I(p) V Ag € Ny ACg € I(p). Finally, using the saturation of
I(p) this gives T = if Ag B¢ Cs € I(p).

Case 5. Assume 7 = \y.A where y is not among x4, ...,z, and does not
occur free in &p,...,&,. Further assume p € |T.| = |Ay.A.|. If p = f then
Te = \y.As € Ny = I(f) = I(p). If p # f then p has the form (c,p’) and
P € |(Ay.A)e| = |[Afz1:=€1, -, xn:=€n,y:=c]|. Now assume B € I(c). From
the inductive hypothesis we have [Ag /y:=B] = [A/x1:=&1, -+, 20 =&y, y:=B] €
I(p') so, by the saturation of I(p') we have TeB = (Ay.Ag)B € I(p') so Tz €
I(c) = I(p') = I(c,p') = 1(p). &

Remark Elements of D may be viewed as formulas of an extended but strict
“Intersection type system”. For this it is enough to change the notation (c, p)
of pairs into ¢ — p, to read a as the “conjunction” of its elements, and — as
implication. We use only “strict formulas” in the sense that no conjunction is
allowed on the right side of the arrow (moreover “external” conjunction is not
needed); they are “extended” in the sense that we use a global and unordered
conjunction of <w or <k elements, instead of usual binary conjunction. Note
that — is no more, here, than the inclusion of D* x D into D. Then one can
easily produce rules typing each term of A° in such a way that it is equivalent
for a formula p to belong to the interpretation of a (closed) term A or to be a
type for A in the system (for a systematic treatment of such a view, c.f. [5];
strict intersection type systems have also been studied in [3].

C Syntax and axioms of map theory

The grammar of map theory

variable == =z |y|z]|...
term = variable | Avariable.term | (termterm) | T | L |if | e | ¢
wff n= term = term
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Various definitions in map theory

F = x.T
S = ifzFT
~ T = ifxTF
lx = ifxTT
i = ifeFF
xAY = ifa(fyFT)(fyFF)
vy = ifx(ifyTT)(ifyTF)
x>y = ifz(ifyTF)(ifyTT)
xsy = ifx(ifyTF)(ifyFT)
JA = = (AeA)
Jz. A = Fz.A)
Ve A = =Jz.oA
=y = (|f:c(|fyTF) (ify F
(VuTv. (2 u)=(y v)A(VoTu.(z u)=(y v))))
€y = ifyFEIv.x—(y v)
Y = M.((QAz.(f (z2))) (Az.(f (z2))))
YA = (YAfA
P = daXbx.ifxab
Curry = M xy.(f (Pxy))
Prim = AfAxa b NYg x.ifza(fu.(g(x(bu))))
F = M Az.(fz)
pr. A = ¢l A
Ty = ifxyT

A, ..., A,—(C=D) is shorthand for the equation Aj:...:A,:C=A;:...:
A1, ..., A,—C is shorthand for the equation A;j:...:A,:C=A;:...:A,:T
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Axioms/inference rules

Axioms of Section 4 in [18] (A-calculus)

Trans A=B,A=C+-B=C
Subl A=B;C=DF+ (AC) = (BD)
Sub2 A=BFXx. A= )\z.B

Apply 1 (TB)=T

Apply 2 ((Az.A) B) = [A/z:=B] if B is free for z in A
Apply 3 (LB)=1

Select 1 ifTBC =B

Select 2 if Ae.A)BC =C

Select 3 if LBC =1

Rename Az [A)y:=z] = Ny.[A/xz:=y] if z is free for y in A and vice versa

Axioms of Section 5 in [18] (propositional calculus)

QND’ [A/x:=T| = [B/x:=T];

[A/z:=(F z)] = [B/z:=(F z)];
[A/x:=1] = [B/z:=1]
FA=B8

Axioms of Section 6 in [18] (first order predicate calculus)

Quantify 1 ¢.A,Vz.B—((\z.B) A)
Quantify 2 ex.A = ex.(dpzAA)
Quantify 3 ¢ex.A = Vz.lA
Quantify 4 Jz.A—¢er. A
Quantify 5 Vz.A = Vz.(¢zAA)

Axioms of Section 7 in [18] (set theory)

Well 1 pT =T

Well 2 px. A = ¢px.0A
Well 3 ol =1

C-A pa, pb—d(ab)
C-K’ ¢pr.T=T

C-P’ Qr.ifx TT=T

C-Curry pa—¢(Currya)
C-Prim Va.o(f x), pa, pb—¢(Prim f ab)

C-M1 Vz.pr. A=Vz.07.(A\2.A) (2 7))
C-M2 Vz.px. A—Vz.0x.(Az.A) (z 2))
Induction  If x does not occur free in A and y does not occur (free or bound)

in B, then A, z—B; A, -z, qu,Vy.[B/x::(x y)]—B+ A, ox—B

The axioms of Section 7 in [18] are referred to as the well-foundedness axzioms.
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H— K, 35
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®, 6, 30

v, 30

1,23

1p, 18

XG; 24

A, 22,23
<Y, 35
—, 27

u =g v, 40
uG, 24

u@, 40

u i@, 24
g, 41

|G, 18

lew, 19

Lpu, 20

lu, 18
A=ur B, 5
Edr {T}, 22
1G, 18

Tu, 18
[[A/T := ]|, 26
T, 3D

A, 21, 23
k-algebraic, 19
almost extensional, 22

bounded, 18

C, 25

canonical (k-continuous) premodel
of MT, 49

canonical model of MT, 49

K-ccpo, 18
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k-chains, 9

characteristic function, 24
choice function w.r.t. K, 39
Kk-compact, 19

compatible, 18

consistent, 18
Kk-continuous, 18
k-continuous model, 36
k~-continuous premodel, 23
K-cpo, 18

D, 19
k-directed, 18
domu, 43
Dy, 20

dual, 10, 35

essentially x-small, 35
extensional, 22

F' 24

F, 23

F, 23

Frege structure, 13

GCP, 10, 34, 36
Generic Closure Property, 10, 34, 36

I(p), 62
inner range, 10, 59
interpretation, 62

(@), 25

M, 25
maps, 8, 23

non-monotonic implication, 27

Py (E), 17

premodel, 23

prime, 20

k-prime algebraic, 20
proper maps, 23



pure A-terms, 25

r, 23

restriction of u to H, 24
root function, 23

root normal form, 61

saturated, 62

k-Scott domain, 20

self-extensional chain, 56

self-extensional set, 55

SIP, 10, 34, 35

x-small, 17

o-small, 35

SQND, 9, 34

strict x-directed, 18

Strong Induction Principle, 10, 34,
35

strong premodel, 24

Strong Quartum Non Datur, 9, 34

T, 23

t(u/G), 40

k-topology, 18

type, 40

type of u € M over G C M, 40
type over G, 10

Vv, 25

well-founded, 5

well-founded maps, 10
well-founded w.r.t. G, 10, 35
well-foundedness axioms, 36, 66
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